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Abstract __---- 

Time management 1s d feature essential to offlce 
informnat1on systems. I? the OI\ environnent, in 
dddltlon to a static deflnltlon of time attrlbutes 
attached to data, a more complete definition 1s 
needed, to handle both static and transltlon times 
and representation of temporal relatlonshlps The 
TSOS model, an extension of the SOS model for 
office descrtptlon, contains a time model suitable 
for both of these requirements. In addition, the 
TSOS time model allows the representation of 
calendar times at different levels of abstractIon 
and contains a prectse deEinitlon of temporal and 
logical functions on time. Another main goal of the 
TSOS time model is to allow a f lexlble 
representation of temporal conditions for 
triegering and cant rol rules In the office 
environment, so that dn Intelligent rule invocatlon 
is possible. 

1. IUTRODUCTLON 

Offlce Informatlon Systems (015) are a class of 
Informatlon C,ystems where some features are novel 
or more crltlcal than In tradItIona Information 
systems. Among these aspects, In thli paper we 
address the prohlrrl of time modeling and 
management. Several models for time handling have 
been proposed in the literature, In dlEferent 
computer science research areas [Bol 82) As It 
wrll be Illustrated in Section 2., each of these 
models takes into account sonew’lat different 
aspects in ttme manaqement. 

The purpose of this paper 1s to define the TSOS 
(Temporal Semantic Office System) time model to 
specify rule lnvocatlon condlt ions of control 
rule5, and to present d Formal deEinltLon of 
temporal functions in the presence of time 
abstrdctlons. 
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T\OS 1s an extension of the Semantic OffLce System 
(SOS) for office systems descrlptlon [Bra 841 In 
TSOS It is possible to handle temporal attributes ----- ____-- 
of data and to verify static and dyndmlc 
con$tral?tS on them. 

Functions ?re provided for handling relationships -_---- 
between e, as It is necessary, for Instance, in -- 
planning systems, where causality relatlonships 
between times are more lmportdnt that the 
corresponding precise times. For instance, the time 
of response to a letter may not be relevant as a 
precise time, while it 1s relevant In relation to 
the arrival time of the letter. Different levels of 
temporal specifications and imprecisely specified 
times are supported. For ---It instance, can be 
mranlngful to specify monthly forecasts in planning 
activities, while a date and hour specification is 
more appropriate to organize a meeting. Finally, In 
TSOS a global control on several integrated office - -- 
actlvitles can be performed. Temporal lnformatlon 
1s used, besides for retrieval purposes, for 
actlvatlng system control rules based on tiem. 
Simple case9 of this kind of specification are that 
of performing periodical checks In the system or 
that of triggering actlvitles at a given time. 

In Section 2., the exlstlng time models and the 
problens related to time managlng in different 
research areas are briefly reviewed. In Sectlon 3. 
the TSOS architecture will be Illustrated, with 
particular reference to the use of time. In Section 
4. the TSOS time model is presented, several 
temporal categories and abstractlons are presented, 
and their operators formally defined, the syntax 
and the semantics of rules condi t ions -ire 
presented. 

Examples to lllustrdte an lntelllgent rule 
lnvocatlon mechanism and other relevant features of 
TSOS temporal conditions will be presented In 
Section 5.. 

2. RELATFD IIORK AND PROBLFYF 

A particular attention has been given to time 
relnted problems In Information Systems In recent 
times [Pan 831. 

A basic classlflcatlon of nodels of tLme con5lsts 
In the subdivision of models Into st1t1c and 
dynanic models. 
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A similar classlEicatlon has already been proposed 
in the literature, even if from sli8htly different 
points of view [Ku” 84, Bol 821. 

We classify as static time models those models ln __--- 
which states are the most important concept in the 
system [And 82, Lun 821. This view 1s typical of 
database systems, where the current view of data is 
often the only one which is available. To consider 
time related aspects, either a time attrlbute 
(tlmestamp) is attached to the attributes for which 
it is important to keep a temporal record, or 
several snapshots of the data are taken and 
temporal considerations are done on the appropriate 
subset of snapshots. 
In this Find oE models, the temporal operations on 
data are querying about temporal sequences of data, 
with simple deductive capabilities, and 
verification of static (integrity) constraints on 
data. 

In dynamic models, the time considerations focus on 
transltions between states. In these models the 
transition time 1s important and the precondltrons 
and postcondltions for transitions are specified. 
This view is typical of IS models for modeling 
relationships between activities. In this case 
dynamic constraints on state changes are specified, 
for instance, as preconditions and postcondltions 
on update transactions [Gas 78. Cas 821. 
The dynamic time modeling kind of approach is also 
used HI art lf icial intelligence, in systems for 
planning activities to achieve a given goal or 
scheduling resource allocation [All 83a, All 83b, 
Coo 83, McD 82, Ver 831. In these cases duration of 
activities and precedence constraints among 
activities are specified as constraints in the plan 
to achieve. 

Both static and dynamic models can express temporal 
data using different modalities. The simple 
association of time to a given data element or 
event can have different meanings for instance, a 
time attrlbute can specify that the data or event 
happened once during that trme, or lasted all the 
time, or most of the time of the time. A 
formalization of some of these problems has been 
given in temporal logics [Res 71, Go1 831, while 
other problems have been mainly studled in 
artificial intelli.gence, linguistics, and 
philosophy. 

An aspect that is seldom considered 1s that times 
can be expressed at several levels of detail, --- like, 
for instance, dates versus minutes. A formaliratlon 
of different levels of detail can be found HI 
static time models, but it 1s harlly found ln 
dynamic models, where different levels of detail 
should coexist ln a uniform framework. 

The possibility of specifying Imprecise temporal 
information is common to both types of models For --__ 
instance, this is done in some dynamic models, ln 
parttcular for planning, where times are indirectly 
specified through relationships between activities 
rather than absolute times such as dates [All 83a, 
All 83b]. Another case in which times are imprecise 
1s that of distributed systems [Lam 781 In this 
case the ordering relatlonshlp on time 1s not 
always known, or It 1s only known with a certain 
approxlmatlon. 

A few existing offlce models have already taken 
into consideration some time related problems. 

In [Cha 821 the problem of lnsertlng alerters to 
signal parttcular conditions in an offlce system, 
in particular on updates of values is examined. In 
this work it 1s possible to express some simple 
time based condltlons, through a time attrlbute ln 
the system, the time is consldered to be a time 
point and no operation 1s defined on It, except for 
equality. 

In OBE [Zlo 821 It is possible to express trigger 
expressions to be evaluated at a specified time. 
The time can either be a date and hour or a period 
(hourly, daily, weekly, monthly), but combinations 
of condrttons are not allowed. 

3. TIMF MANAGEMFNT IN SOS 

The SOS model [Bra 841 allows the specification of 
types of elements in the offlce, static elements, 
such as documents, are specified in the static -- 
submodel, dynamic elements, such as actlvlties, are 
specified in the dynamic submodel, a third submodel 
in SOS, the evolution submodel, allows the 
speciflcatlon of control aspects ln the offlce. 

Control speciftcatlons in SOS are used to trigger 
acttvities, monitor abnormal situations, and 
support system use. A complete classiflcatlon of 
control situations 1s given in [Rrd 851. 

Control speclflcatIons are given in SOS using 
rules, control composed by a conditLona1 part and a 

body. 

In the conditional part, the condition for rule 
lnvocatlon is speclfled, while the body specif tes 
which 1s the action to be taken when the 
conditional part is verified. 

Each SOS element has a type and a number of 
instances. Each instance is=quely ldentif Led in 
the run-time system, e.g., several instances of the 
document type letter ~111 be found in an offlce 
system. 

In the same way, also for control rules several 
rule types can be defined and for each type several 
instances may exist. The rule type “when a letter 
arrives, send a message to the destination agent” 
can be lnstantlated by adding a particular letter 
id to the rule type specificatton, thus creating an 
instance. 

In rules descrlptlon, sometimes It 1s Interesting 
to specify rules at type level, sometimes at 
instance level. In the above example, the type 
level of specification is preferable, and the 
related instances are automatically created by the 
system, one for each event of letter arrival. In 
other cases, it is useful for the user to directly 
specify an instance of a given rule type, for 
Instance, 1f one wants to be reminded of d meeting, 
he can directly write a rule instance like the 
following one “at 3 p.m. tomorrow send me a 
message ‘meeting in half dn hour’“. 

The elements specified ln control rules are those 
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defined in the qtatlc and dynamic SOS submodels A 
query language to access the elements Lnstances is 
defined [Bra 851. 

In addition to usual conditions on element values, 
conditlonq based on time Ire consldered in this 
paper. 

The temporal extension of SOS, TSOS, is based on an 
IS type approach to time modeling, keeping in nind 
that the goal of temporal specifications III TSOS 
LS, beyond querying the system about time related 
facts and static constraints expression, that of 
activating rules when their activation condition 1s 
verified. This means that we are interested ln the 
times when transitions take place, rather than in 
the duration of system states. We assume to have a 
rule scheduling mechanism, for which each rule 
instance is invocated only once. If It has to be 
repeatedly invocated, it has to be created agaln. 
so, we are not interested III different time 
modalities, i.e., we consider 'only once' time 
modalities. 

TSOS is based on SOS for data, activities, and rule 
specification structure, and has a formal model for 
time specification, that will be presented in 
SectIon 4. 

Problems originated by use of abstractions and 
imprecise timing are dealt with, such as the 
meaning of operators and functions, and anomalies 
caused by time elements with a variable duration, 
such as months and leap years, are considered. 

Two kinds of timing specifications will be handled 
in an bomogeneous way absolutely and relatively --- 
defined times [Bol 831. Absolutely defined times -- I_ 
are time elements like, for instance, dates, 
relatively defined times are defined using, for 
Instance, an event happening as a reference (e.g., 
"3 days after such and such event"). 

The temporal specLEications defined in Section 4. 
are used not only for rules specification, but also 
17 connection to all TSOS elements, where a 
temporal speciflcatlon is needed. 

A particular type of TSOS static element 1s the 
type event (and all Its specializations). Events 
are office static elements types which can be 
instdntlated like all other TSOS element types In 
particular, an identifier and a time speciflcatlon 
(the happenlqg time) are associated to each event 
which 1s registered as such 17 the system. The time 
specification can be either an absolute time or a 
relattve time, or both. In particular, an event can 
have many relative time attributes that put It into 
relation to different other events. In this schema, 
It is not relevant whether those times are past or 
future, since we Will assume a homogeneous 
deqcriptlon of times in the past and III the future. 
Each of these time specLficdtio*s can be 
interpreted at a dlEferent level of abstractlon rn 
the model. 

Other TSOS clement\, like for instance document 
time-related attrlbutes and Stdrtl”g and endlng 
times of actlvltLes, can have a similar descriptLon 
of time attrlbutes, in the framework of this tLme 
modellnp. 

In the next Section the TbOS model of time will be 
Illustrated and in the Section 5. a few examples of 
how the TSOS model of time is used III rules will be 
presented. 

4. TSOS TCMPORAL MODFL 

4 1. The concept of time in TSOS -___-_--- 

The temporal expressions we are going to consider 
dre those useEu1 in the office and the information 
systems environments. 

TSOS has a few characteristics which are important 
in the office environment. First of all, the 
current time is a central ___ - concept for rule 
invocation, rules conditions are examined against 
the current time to decide if they can be invocated 
or not. 

Second, it is possible to express the different 
temporal categories (time specifications, time 
points, intervals, periodic times) defined in the 
model at different levels of abstractions, using 
the common calendarschemaTor abstractions, for 
instance, a year 1s considered to be at a higher 
level than a month. 

The general context of the model that we propose is 
based on a few assumptrons. The time 1s defined on 
a temporal axis and IS discrete, i.e., each point 
of the temporal axis can be mapped into an integer 
number. This integer number represents the (signed) 
number of temporal units that exist between the 
point of time and the origin of the temporal axis. 
The quantum of time is the minute, that is 
consIdered the most specific point OP time. The 
time is infinite in the past and ln the future, so 
for each point on the temporal axis 1t is 

possible to find a past and a future point 'of time. 

Considering points of time t on the temporal axis, 
the time is linear, I.e., it Is connected (V tl,t2 
(tl<t2) V (tl=tZ) V (t2<tl)) and the precedence 
relatlonshlp enjoys the transitlvrty property (U 
tl,t2,t3 tl<tZn t2<t3 --> tl<t3) [Res 711. 

We define a Multiple Level Model (ML%) of time, 
where the different temporal levels ln the time 
hierarchy are integrated in a single model (see 
Fig. 1). 

year 
I 
I 

month 
week I 

\ I 
day 

I 

hour 
I 
I 

minute 

Fig. 1. Calendar model 
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Unfortunately, In this time model some variable 
transformations exist between the considered 
elements. For Instance, months have variable 
durations expressed In days (28, 29, 30, 31 days 
for a month) This fact can hinder the precise 
conversion of the temporal elements from the month 
level to the day level, when they are not 
absolutely defined. In fact, once we know that the 
month we are considering 1s February 1984, i.e., we 
also know that Its duration 19 29 days and a 
conversron is possible This 1s not true If a 
reference to a fixed point of the temporal axis 1s 
not given For this reason, we express the 
relatively defined times without applyw any 
conversion. A key issue in MLM 1s the posslbiLlty 
of expresslqg the same condltlon at different 
levels of detail, enabling the specif lcatlon and 
the handling of condltlons the elements of which 
are located at different levels of detail. The 
relatlonships among speclflcatlons at different 
levels of detail will be Illustrated In the next 
SubsectIon. Withi? a slnele level of abstraction 
the equality and a precedence temporal 
relationshlps exist that enable the comparison of 
times. 

The elements of the MLM can be specified to a 
certain extent, this means that the temporal 
elements do not need to be completely defined, but 
they can he undefined from a certain level 
downward. This approach allows a more flexible --- 
handling of temporal condltlons and is suitable for 
their speclflcation in offlce systems In fact, 
even rf the quantum of time is the minute, we 
usually do not want to express every condltlon in 
terms of minutes. Moreover, sometimes It 1s 
actually necessary to express the condltlon at a 
higher level of detail because the knowledge about 
it 14 not complete or 1s not of interest at minute 
level. 

The MLM 1s obtained lntegratlng the submodels of 
the different levels of time deflnltion. These 
submodels will be called “Single Level Submodels” 
(SLY). 

A critical drawback of the use of a single SLS, 
such as, for instance, the minute submodel, 1s that 
it 1s extremely unflexible and only enahles the 
specification of very rigid temporal conditions 
[Man 831. The elements within a suhmodel are always 
completely defined (cd), 1 e., always specified 
until the adopted level of detail. For Instance, If 
we consider time speclflcatLons In the minute SLS, 
the condition “after three weeks” 1s interpreted as 
“after the precise nunher of minutes corres.pondlnF 
to 3 weeks”. 

In SL4s the time 1s qainly represented In cardinal 
“a-i, 1 e , a tine point 1s identified by a (si,:ned) 
integer that lndlcates the nunher of time points 
from the orlpln of the temporal aX,b Normally, 
instead, the temporal data Ire specified in ordLnal 
day, 1 e , by reFerrIng them to the current time. 
For instance, “today 1s the 77th of NovemSer 1984” 
is normnllv (and ordinally) Interpreted a s the 
sentence “the current day 1s the 27th day of the 
11th nonth of Lhe 1984th year” In the day SLS 
Instead, WP (cardln?lly) specify “the current time 
is 1983 years, 10 months ?nd 26 days far away from 
the oripln OF the tenporal axis” The choice of 

rrpresentiqg time In cardinal wdy was suggested by 
lmplenentatlon reasons (see the deflnltLan of time 
points Ln the next 5uhsecttnn). The resultlnp, 
schema 1s shown in Fig. 2 in whrch the two 
representatLons Tre connected by ad hoc conversion 
functions. 

USER 

I - 
I I 
v I 

EXTCKNAL TIME 
MODEL (ORDINAL) 

I - 
tp 1 I date 

I I 
v I 

IYTFRNAL TIME 
MODEL (CARDINAL) 

Fig. 2. The external and Internal tLme models 

ML:1 is defined by referrina it5 basic concepts to 
the 
the 

set of the SLS basic concepts. In other words, 
deflnftlon of YIM 1s given In two steps 

Formal deflnltion of a SL9. In next subsection, - ~- - - _--_ 
we Will completely define the elements, 
relatlonshi?s, functions , and operators of a 
SLS Fach SLS In the MLM has the same 
characteristics from this point of view. 

Mapping of the MLM in terms of the involved -- - _ __ _- --- - -_ ___^_ 
SLSS. The methods for lntegratlng different 
SLSs to get a MLM are described. To do this, we 
describe conversion funct Lens , and discuss 
Lhelr appllcablllty, and the me-ining of 
relationshl?s, functions, and operators between 
elements belonging to different SLSs. The basic 
concept is that in each MLd temporal 
speclf icat Len, the correct SLS levels must he 
associated to each term. 

4 2. SLS definition - 

In this subsection 
elements, functions, 
for a 9LS. 

we "111 formally def lne 
relationships, and operators 

We first ieflne the adopted Temporal Categories --___ 
(TC) that dre the domalns OC the elements of all 
the SLSs. We Introduce here the Time Specification -- 
TL (T‘iTC), the Time Point TC (TPi’C), the TlG - -- -- 
Interval TC (TICC), and the Periodic Time TC --~- 
(PTTC). These TC are represented in Fl,:. 3. 

Time Specification Time Category (TSTC) ---- ------ __ ___ __ 

The TSTC is a temporal category forl~cd by relative --- 
Integer5 and 1s used to specify the distance of d 
point of time from a f~xcd reference, the duration 
of a time interval, and so on. We can Jeflne the 
equality relatIonship, the precedence relatlnnship, 
the dlst?nce hetwtrn t 5, and the SU17 and 
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suhtractlon of ts I? terms OF the correspondlnp 
concept5 of equal1 ty ( comparison, absolute 
difference, sun, suhtrdctlon, that rare valid in the 
field of the relative intepers. 

Time Points Time Category (TPTC) -- --- -- _-__- __- 

The TPTC 1s the temporal category of time points 
(tp) This TC 1s hased on the prlmltive concepts of 
current time (CT) and starting time (ST). CT takes _I_ -~ ---__ -- 
into account the flowlnp of time, ST constitutes 
the orlgiq of the temporal axis. All the other tp & 
T”Y are defined as pair\ tp=(ts, ref), where ts t 
TSTr an? ref is CT or Sr. The Functions is ts(tp) 
and is ref(tp) allow to address the component5 of a 
tp. - 

A tp can also refer to the occurrence time of an 
ohservablp event or to another tp, tpl=(ts,tp2). A 
tp c TPTC, is called absolutely defined (adtp) if it _- _I 
directly or indirectly refers to the ST Otherwlse 
when the tp 1s defined only by putting It in 
relntlon with the occurrence time of d certdln 
event (event time) or by specifying a causality 
relntionship- (event1 time happens after 
event2 time), the tp 1s called relatively defined 
(rdtp). ~- 

The lhsolute definltlon is transitive In fact a tp -- ------’ 
E TPTC defined relatively to an adtp can be 

interpreted as an adtp. A rdtp can possibly become 
adtp during the sys tern evolution, while the 
opposrte transltlon 1s not possible, In fact, if a 
rltp refers to an observable event, when the event 
occurs, the rdtp becomes an adtp for transltlvity, 
the opposite transItIon 1s ohvlously not posstble. 
For Instance, let ub -assume that at the begInnIng 
of a year It is not known w\en vacations will he 
taken One can specify condltlons such as “A week 
before vacations”. Thus is a rdtp. Once vacation 
dates are Flxed, the specified time becomes an 
adtp. 

%=cause of the possihllity of handling hoth rdtp 
and adtp, all the relatLons (equality, precedence, 
dlstdnce etc.) can have a precise value (i.e., 
“TdlJP” or “FALSF”) or an undefined value (I.e., 
“UNYVOWN”). In general, when two tp 6 TPTC are 
compared, but they do not refer to the bane tp, the 
complrlson 1s 911 the same deflnlte, but its result 
LS “UNKYOWN”. Notlce that ri tp can have dlfferrnt 
equl<?lent representations, if It can reEer to 
dl Fterent tp For that redSon, we ~111 assume that 
when this is possible, all the tp refer to the same ----~ 
tp (ST). - 

The FollowIn): funcllons ?re deElned on the elements 
of TPJ?C. 

Equality --- 
Given tpl, tp2 s TPTC, where tpl=(tsl,reFl), 
tp2=(t52,ref2) the predicate (tpl=tp2) 1s TKUf: 
lff (t$l=ts2) /\ (refl=rrfL), FAI5F lff (ts2 # 
tsl) 4 (rr Fl=refL), UNKYOWN otherdlse. 

ProposItion -___--- 
Given tp1, m2 9 reE1 6 TPTC, where 
tpl=(t5l,reFl), tp2=(tsq,rcf7) nnd rrf l=(ts3, 
l-t FL), If tsl+ts3=t52 then tpl=tp2. 

Nepatlon 

Given a predlcdte p, the predicate not p 1s 
defined as follows 

TKUF, If f p LS FALSE, FALSE lff p 1s TRUE, 
UNKNOWN otherwlse, that is, unknown results 
remain unknown also in their negation. 

An example of predicate negation 1s the 
following (negation of the result of an equality 
relat Len) 

Unequallty -_- 
given tpl, tp2 t TPCC, where tpl=(tsl,refl), 
tp2=(ts2,ref2) the predicate (tpl # tp2) 1s 
TKUC 1ff (tsl + ts2) I\ (ref l=refL), FALSE lff 
(ts2 = ts1) * (refl=reE2), UNKNOWN otherwIse. 

Proposition --__ 
Given tp1 5 TPTC , where tpl=(tsl,reEl), 
tp2=(ts2,ref2) and refl=(ts3, ref2), then tpl # 
tp2 1s TYUt If tsl+ts3 # ts2, FALSE If tsl+ts3 = 
ts2, UNKNOWN otherwlse. 

Precedence ___---- 
Given tpl, tp2 6 TPTL, where tpl=(tsl,refl), 
tp2=(tsZ,reEL) the predicate (tpl<tp2) 1s TMr 
Tff (tsl<ts2) A (reFl=refL), FALCjE iff (ts2 > 
tsl) A (refl=ref2), UNKNOWN otherwlse. 

Distance d -I__- 
given tpl, tp2 ,z TPl’C where, tpl=(tsl,refl), 
tp2=(ts2,reE2) let us define the function d TPrC 
X TPTC --> TbrC where 

- d(tpl,tp2)=d(tp2,tpl) Ytpl,tp:! 

- d(tpl,tp2) L 0 V tpl,tp2. 

The dlntduce between tpl and tp2 1s definite 
whenever tpl and tp2 can refer to the same tp. 
The operdtlonal deflnitlon of distance is the 
following 
g1vc.n tp1=(tsl’, ref3) and tp2=(ts2’, ref3) 
then 
d(tfl, tp2) =def ahs (tsl’ - tb2’,) 

Time Interval Time Category (TITC) ---- 

The TITC 1s 3 temporal category formed hy pairs -- 
(startlng tp, ending tp), where starting tp and 
endlnr; tp are tp. The functions starting tp(tl) awl 
ending tp(tl) alLow to address Lhe components of d 

t1. If-the starling (endlng) tp 1s the special tp 
-0) (ti) [?re 841, the time Interval, tl 1s open e 
left (open to right). 
The following functions 3re defined on the elements 
of TIlY. 

Duration --~-- 
Given tll f TICC, wht-re tll=(tpl’,tpl”), the 
duration(tl1) 1s by deElnitlon the distance 
hetulccn tpl’ and tpl”. 

Heloqglng relatlonshlp __-- ----__- 
Given tp .5 TprC and t11 6 TITC, where 
tll=(tpl’,tpl”), the prrdlcate (tp E tll) 1s 
TKUF off (tp i tpl”) A (tpl’ L tp), FAIST: lff 
(tpl”<tp) V (tp<tpl’), UNKNOWY otherwise. 

Overlapping relatlonshlp -------- ~---~ 
GlvLn t11, t12 Cc TICC, where tll=(tpl’,tpl”), 
tl?=(tp?‘,tp?“) the predicate (tll overlaps ti2) 

LS TRUF lff 3 tp’l (tJ" c tll) A (tp' 6 t12), 

FAISE Iff not 3 tp’l(tp’ cc tll) A (tp’ I t12), 
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opcrdtor use semant1c5 

before 

after 

from 

until 

every 

I-th 

last-but-1 

durat Ion 

i,-lt 

-ts1 -> ts2 

tsl before tpl -> tp2 

tsl after tpl -> tp2 

from tpl -> til 

unt11 tp1 -> t11 

every (ts,ti) -> pt 

J-th lPt1 -> tl 
1 

last-but-3 lptl -> tl 
1 

durdtlon tL -> ts 

t11 1nt t12 -> t13 

ts2 1 ts1+ts2=0 

tp2 1 d(tpl,tpZ)=tsl tpZ<tpl 

tp2 I d(tpl,tpZ)=tsl tp1<tp2 

vtp2 I tp2 E t11 tp1 \leq tp2 

vtpz 1 tp2 E t11 tpl \leq tpl 

pt I pt = (ts,ti) 

t1 
1 

1” lptl=UJ=l ” tlJ 

:;N;J--~;;;;;~N tl~ 
, endlne(tl))=ts 

vtp I tp c t13, tp t t11 A tp c ti2 

a) operdtors 

- 

function use also applicable to 

= ts1=ts2 tp, t1, Pt 

< ts1<ts2 tp, t1 

t tp1 E t12 

overlaps til overlaps tL2 

meets tll meets tl2 

b) functions 

Fig. 4 Optrltr)rz ~ntl tunctlon\ 
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UNKNOWN otherwise. 

Meeting _----- 

Given tll, t12 e TITC, where tll=(tpl',tpl'), 
tiZ=(tp2',tpZ") the predicate (tll meets t12) 
1s TRUF lff tpl"=tpZ', FALSE iff tpl" # tp2', 
UNKNOWN otherwise. 

Equality 

Given til, t12 e TITC, where tll=(tpl',tpl"), 
tlZ=(tpZ',tpZ") the predicate (tll = ti2) as 
TRUF iff (tpl'=tp2') A (tpl"=tpZ"), FALSE lff 
;:;;;wi,z, tp2') V (tpl" # tp2"), UNKNOWN 

. 

Precedence -__- 
Given ti.1, ti2 e TII'C, where til=(tpl',tpl"), 
t12=(tpZ',tpZ") the predicate (tll < ti2) 1s 
TRUE iff tpl"<tpZ', FALSE lff tp2' i tpl", 
IJNKNOWY otherwise. 

Distance D - 
Given til, t12 E TITC, where til=(tpl',tpl"), 
tiZ=(tpZ',tpZ"), let us define the function 
D TITC X TITC --> TSTC 
The function D(tll,tiZ) is by definition equal 
to d(tpl",tpZ') if tll i tt2 and d(tpZ", tpl') 
if ti2 < t11. 

Periodic Times Time Category (PTTC) -______-___- 

The PTTC 1s the temporal category of periodic times 
(pt) formed by pairs (period, base), where period s 
TSTC and base t TPTC or base C TIIL. 
The functions period(pt) and base(pt) allow to 
address the components of a pt L PTTC. 
Formally, pt=(ts, ti0) & PTTC, with tiO=(tp',tp") 
is the series of tr 

;$=z(+p 
tii where 

tpil*=tpa+;*ts. 
tpl") and tpl '=tp'+l*ts and 

Th& equality relationship 1s defined on the 
elements of PTTC. 

Equality 

Given ptl, pt2 6 PTTC, where ptl=(tsl,tll), 
ptZ=(ts?,tp2) the predicate (ptl=ptZ) 1s TRUE 
iff (tsl=tsZ) A (1 t11 t ptl, t12 c pt21 
tll =tlZk), FALSE lff (tsj + ts2) V ( nkot 3 ttl 
e' Jptl, t12 
otherwise. 

k 6 pt21 tllj=tlZk), UNKNDWA 

A perrodlc time can be speclfred wlthln a limited 
interval, a lpt 1s a limited periodic time, defined 
as a set of intervals U this defrnitlon 
allows the deflnitlon o~=~l~ef:&ctlons of finite 
serves of intervals, such as i-th (see Fig. 4). 

A set of temporal operators and functions are also 
applied to temporal objects of different TC durrng 
conditions specificatton. Sy applying an operator, 
we get a temporal object, while by applying a 
temporal function we get A predrcate that can 
assume a boolean value. 
The basic and some derived operators and functions 
are ltsted ln Fig. 4 where their use and semantrcs 
iS shown It should be noted that the same 
operators and Functions can be applied to objects 
of other temporal categories. Not all cases are 
shown 1" Fip, 4 For Instance, the every operator 
can also be used to define a series of periodic 
intervals tt of period ts, by specrfylng every 

(ts,t1). 

4.3 The integrated Multiple Level Model - ---__ 

In MLM the SLSs at minute, hour, day, week, month, 
year levels are integrated in a unique model. It is 
possible to address 
defined at different 

rn the same framework times 
levels. 

A completely defined 
form 
YY MM WV DD HH MM 

An important aspect 

time in the MLM model has the 

of MLM 1s the necessity of 
intelligent conversion functions for mapping a SLS 
into another SLS in order to reduce the loss of 
information In passing to a level of abstraction to 
another. 

The notation LEVEL (time) is used to indicate the 
more detailed time level used in that particular 
time specification, for instance , M (3) means "3 
months". When a time is specified without an 
explicit level, the levels are counted starting 
from the higher year level as a default, for 
instance, the more detailed level in (1984 11) 1s 
the month level. When the tp function 1s used for 
conversions, the week level is skipped. 

An important aspect of MLM is the necessity of 
intelligent conversion functions for mapping a SLS 
Into another SLS in order to reduce the loss of 
information in passing to a level of abstrdction to 
another. 

When converting adtp, or time elements expressed in 
terms of adtp, such as, for instance, intervals, 
information about anomalies is known, so it is 
posslhle to handle conversions without any special 
problem. For instance, If "exactly one month after 
March 20, 1984" 1s specified, the duration of the 
month can be precisely expressed In days, since It 
1s known that March has 31 days. 
The formal specification is the following 
D (D (Y (1)) after tp (1984 03 20)) 

Instead, rdtp present some problems in passing from 
one level of detail to another. For instance, the 
condltlon "exactly one month after event time" 
cannot be precisely converted into days, since the 
generlc month has a variable duration. The adopted 
choice is to express the points of time that cannot 
be fixed on the temporal axis without dpplylng any 
conversion Once the condition becomes explicit, 
i.e., for instance, the event.time 1s specified, 
then the points of trme are fixed on the temporal 
axis. 

Imprecise times cannot be converted to lower level 
SLS times. In fact, it 1s not meaningful to express 
one month (approximate) in a number of days When 
imprecise times are involved, the conditional 
expression based on thus times have to be converted 
to the corresponding SLS Obviously the temporal 
obJects mUSt be at least defined to the level 
required to the whole condltton. Thus process 1s 
not always possible (for Instance, when the single 
parts are 5pecifled 1" months and the whole 
condrtton 1s expressed rn hours), thus case 1s 
considered to bc a wrong speclfrcdtron, and a 
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diagnostic message is given. The conversion of SLS meaning “If the activity Al stdrted after that the 
elenents that are imprecisely defined Introduces actlvlty A2 ended”. 
some errors. 

The further problem 1s what kind of conversions 1s Other elements In loglcal expressions of the 

possible to apply when the one-level relatronshlps conditions are times defined within the TSOS time 

and functions are applied to elements of SLSs of model, with no relation to data of TSOS instances 

different levels. (time points or intervals or per-rods, or dny 
comblnatlons of them through temporal operators and 

The basic strategy IS to convert the more detailed 
operator to a specificati.on in the level of the 
other operator. 

functions, as defined rn Appendix I). in this case 
time elements in the condltlon are interpreted in 
the following way, with reference to the current 
ttme CT 

1984 11 = 1984 11 20 
can be interpreted as 

CT z trme element 

Y (M (1984 ‘11) = M (1984 11 20)) that is M (M 
(1984 11) = M (1984 11)) so it 1s TRUE at the month 4.4.2 Logical connectives 

level, and UNKNOWN at the day (and all other lower) 
levels. The AND. OR, and NOT connectives can be used 

In case of temporal functrons, each case must be 
considered separately, start lng from the 
definitions. For instance 

between operands. The truth table for rule 
invocatron based on the conditional ?art LS given 
I” Table 1. 

(1984 11 20 8 from 1984 11) 
is TRUE in the interpretation (1984 11 20 d from D 
(M (1984 ll))), i.e., all the month, while it is 
UNKNOWN if M (1984 11) is a” imprecise time. 

Tab. 1. Truth table for rule invocation 

We will assume as valid the second interpretation, 
since it is more general, to have the first case, 
it is necessary to explicitly specify the 
correspondent form given above. 

4.4 Temporal conditions 

The time model defined in TSOS allows to express 
temporal conditions in the temporal part of TSOS 
control rules. 

The syntax of the language used for specifying 
temporal conditions is illustrated I” Appendix I. 
This language must be considered a” internal 
speciElcation language easily interpreted by the 
system, rather than a language used for interdctlon 
with the user. The advantage of having such d 

language is that It IS possible to express 
unambiguously complex temporal conditions. 

The conditional part is a logical expression. 
Operands in the logical expressions are connected 
with AND, OR, and YOT connectives. 

4 4.1 Operands 

Operands in logical expressions are based on 
queries on data of the static and dynamic TSOS 
instances. 

In addition to queries with boolean results on data 
on other domains, the data OP TSOS instances can be 
ln the temporal domaln and I” this case all the 
operations and functions defined I” the TSOS time 
node1 can he applied For instance, a logical 
expression involving temporal data is the 
f 0110wi”g 

Al = activity where activity.id=hl2 
A2 = actLvlty where actlvlty.ld=A14 

conditional expresslon 

(A2.ending,time < Al starting-time) 

The AND connective requires that all the OperdndS 

it connects dre true, to yield a true result. 

When times dre connected by an AND, this is 
Interpreted to be an intersection of the times, in 
case of the intervals and time points. A special 
case 1s that of perlodlc times, when two periodic 
times are connected by a” AND their lntersectlon IS 
made, and the rule 1s Invoked once I” each of the 
resulting intervals. 

The OR connective between temporal elements can - 
only be an exclusive or, since it LS not admissible 
to have ambiguity In rule invocation. For Instance, 
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If an actlvlty has tn be ytdrted at 3 or dt 4 of a 
ceX-tdL" day, it must either be stirred 3t 3 or dt 
4, not at both tlmec,. 

4 4 3. Rule Invocation 

Fach rlllr Instance LS invocated once when the 
lopical f=xpreqslon I” t’le condLtLon IS verlfled. 
Qul~s with perlodlc tLmes are LonsLdered 1s wny 
Lnstances of the rule. For instance, If an actlvlty 
has to he done every hour, the rule express~?p, this 

condltlon can be consLderrd as the set of rules for 
Lnvoc?tLon oE the actlvlty, one every hour. Notlce 
that only 1 FLnLte nun’,er of Lnstrrnces can be 
handled II-I d physical machlne, hence perlodrc times 
Ire always lImIted (lpt) 1” practice. 

If the condLtLona1 expres,lon is undefined because 
of the IINKXOEfl~ result of some of Its operations, 
then the rule Lnstance 13 considered to be not 
knvocable. 

5. FXA’IPLFS 

In thus Sectlon a few examples of use of the 
concepts deP1qed 1-1 the T\OS model of time ~111 be 
illustrated. 

Example I _--_ - 

Let uh give the followi?p two rule instances 

1. conditional part ---I_--- -- 
{tp (1984 11 30 15)} - 
body’ -- 
prllt docunent where id=DllO on printer where 
id=POZ 

7. condltlonal part - -- 
{tp (1984 11 30--16 OO)} 
body 
yrlnt docllment where Ld=D120 on prlqter where 
ld=P02 

The two rule Lnst knees require an actLvatLon of -I” 
acttvlty on the 5dme resource, so they cannot be 
l?vocnted at the Same time If ? first found 
approach 1” rule L"vocltLo" 1s found, then the 
first rule instance would be l,vocated first, but 
then it would be 1mposS’ble to fnvocate the second 
rule. If XI l?tellL-cnt. approach L-I rule lnvocdtlon 
1s taken, then the second rule 1s lnvoc,ated first. 

This example shows the ldvantige of speclfvlnp 
tlmrs *t differknt level; of Ibstrdctlon, another 
‘Ipprodch to solve the above mentIoned prohlen would 
he that of 5pecifylilg In l?terval from 16 00 to 
16 59 for the first condltLon, ‘loweve r , thic. 
sperlflcatton would not reflect the nature of the 
request, which has ? vague charaLter. 

Fsample 11 -___ -_ 

An euqmple of a complex temporal condLtlo* is the 
following “Eve rv blonday from 11 15 to I? 15 
starLl?p on Uotenber 1984 unttl June 1985”. 

Our t Ime model allows the qpeclflc~t Len of l ch d 
co”dltLo”, provided we define 3 perlodlcal time for 
Yondqys, to do this we cdn take ?ny YondTy, for 

ln5tdnce Ilondqv, December 17, 1984, from 11 15 to 

12 15 as a base Ear the periodic time, and 7 days 
as the perrod, In dddlt Lo”, the condrtions 
expressllg that the period LS limIted from Yovember 
1984 to June 1985 have dlS.0 to be expressed. 

The condLtlona1 part of the rule can be expressed 
as follows 

{every 

(1 week' 
(from tp (1994 12 17 11 15) until - 

tp (1984 12 17-12 15)))) 

and 

(from tp (1984 11 01 until tp (1985 06 30))} 

Fxample III ___ -- 

We present now d" example where deduct Ion 
capahLlLtles can be applied to the time 
speclficatlons. 

Let us assume to have two actlvltles, Al and A2, 
snd an activity stdrtLnp, time defined I” an 
iqdlrected way for Al. 

Al starting-time = form i2 .endlng-time 
A2 .endlng time = tp (1984 11 02) - 
Let us assulne to have dnot!ler actrvlty A3, where 

43 starting-time = tp (1984 11 01) 

The following condltLon 

{A3 starting-time < Al.startlng-time) 

can be demonstrated to be TKUh, 1” fact, the 
Interval In which Al.startL?g time 1s located 1s 
starting at tp (1984 11 OF), which LS the 
ending time of 42, and so it LS dfter 

A3.startl”g time Thus, It 1s possible to express 
coordination condltlons between actlvltles (and 
more generally, dctlvity types). 

Fvanple IV ___- 

As 3 final example, let us see how a temporal 
spectficdtlon in d natural language form can be 
ambiguous , Lf the semanttcs of operators 1s not 
preclselj defined. 

Let us consider the Eollow~ng condLtions 
“On October 12, 1984 and on Yovember 1, 1984” 
the E0110w1*g (erroneous) meaning could be 
associated to the expression “on both occasion 
activate the rule”, while instead the rule LS 
Incorrect, because the condltlon Oct. 12 and Nov. 1 
cannot be TQlJE simultaneously. To correctly exprezs 
the above condition 1” TSOS, it LS necessary to 
specLEy two rules, one for the first L"VOCdt LO", 
and one for the second. 

6. CONCLUDING wl.1~~5 

In thus paper the time nodel in the TbOb model for 
the de4cr1pt1on OF 0Etlce systems has been 
presented. 

The mrlln Features of tne TSOS time model dre the 
prrclse deElnltLon of temporal objects, operators, 
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and functlnns, the possibllltv of handllng them at 
different levels of detAi1, and the ?osslblllty of 
expresst-q periodic rimes. 

The time model In TSOS 1s uqed ,n temporal 
expressions in control rules for the oEflce system 
environment. 

An lqplementatlon of d scheduler for actlvltles, 
based on temporal trlpperlnp ,condltlons, has heen 
made on a Vax/780, under Unix in C lanp,uane [Yan 
831. 
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APPFNDIX 

SYNTAY FOR CONDLTIDNAL PART OF RULkS 

COND-EXPR --> '{' LOG-EXPR '}' 
LOG-FXPK --> LOG-EXPR LOG-OP OPktU\ID 1 OPEKAND 1 '(' LOG-EXPII ')' 
LOG-OP --> NOT ( AND I r)R 
OPERAND --> TIME-OPCRAND I 'I)AT4-OPFRAND 
DATA-OPERAND --> DATA-V4RIABlF 1 DAT4-EXPK 
DAT4-EXPR --> '(' DAT4-FXPR ')' 1 DAT4-EXPR DAT4-OP DAT4-VAR 1 

DAT4-VAR 
DAT4-OP --> > ( < I = ( . . 
DATA-VAR --> varlahle I string 
TIMF-OPERAND --> TIMF-VAR I TIMF-EYPR I LFVFL '(' TIMF-EXPR ')' 
TIMF-VAR --> tp I tk I pt I LFVEL '(' tp ')' I LFVEL '(' tl ')'I 

LFVFI '(' pt ‘)’ 
TIME-EXPR --> EQUAL-TF I PRFCEDFS-Ti? I BELONGS-T? 1 OVERLAPS-TkI 

YETTS-TF 
FQUAL-TE --> TWF-SPFC '=' TIMF-SPFC I TIMF-INT '=' TIMF-IYT 1 

TIHF-POINT '=' TIMF-POINT I TIMF-PFR '=' TIMF-PER 
PRECFDFS-TF --> TIMF-SPFC '<' PIME-SPEC ( TIMF-POINT '<' ZIMF-POINT I 

TIYF-INT '<' l'IMF-INT 
BELONGS-TF --> TIMF-POI'JC ' ' TIME-INT 
OVERLAPS-TF --> TIYE-INr 'overlaps' TIMF-IN? 
MFFTS-TF --> TIMF-I'JT 'meets' TIMF-INT 
TIYF-SPFC --> '-' ts ( ts I LFVEL '(' ts ')' I 'durdtlon' TIMF-INT I 

'distance' '(' TIMF-POI\IT ',' TIME-POINT ')' I 
'(' TIYF-SPFC ')' I 'Is-ts' '(' TIMF-POII\IT ')' I 
'period' '(' TIYF-PER ')' 
TIMF-SPFC + tP, I TIME-SPFC - ts 

TIliF-POIYT --> TIMF-SPFC 'before' TIMF-POINT I 
TIMF-SPFC 'after' TIME-POIr\lT I 
tp I IFVFl '(' tp ')' I 'Is-ref' '(' TIMF-POIFJT ')' I 
'starttnq ' '(' CIMF-INT ')' I 'endlnp' '(' TIME-INT ')' 

TIMF-INT --> 'fron' TIMF-POINT I 'until' TIME-POIYT I 
nunber '-th' TIYF-LPFR I numkr '-th' TIMF-PFK I 
TIMP-INT 'lnt' TIMF-INT I 
'from' TIMF-POII\IT 'until' TIMF-POIvr I tl I 
LFVFL '(' TTMF-INT ')' I 'base' '(' TIME-PTR ')' 

TIYF-PER --> 'every' '(' TIMF-SPEC ' ' TIME-INT ')' I 
TIMF-PFK I pt I LFVEL + pt ')' 

TIME-LPFR --> TIMF-PLR 'AND' TIMF-INT 
LEVFL --> Y ( M I W I D I Y 1 m 
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