TIMF MODEI ING IN OFFI(E INFORMATION SYSTEMS

Barbic, F.

%
and Pernici, B

*%

* Dipartimento di Flettronica
Politecaico di Milano

%% CSISKI - CNR
Politecnico di Milano

Abstract

Time management 1S 4 feature cssential to office
information systems. In the OIS enviroament, 1n
addition to a static definition of time attributes
attached to data, a more complete definition 1s
needed, to handle both static and transition times
and representation of temporal relationships The
TSOS model, an extension of the S0S model for
office description, contains a time model suitable
for both of these requirements. In addition, the
TSOS time model allows the representation of
calendar times at different levels of abstraction
and contains a precise definition of temporal and
logical functions on time., Another main goal of the

TSOS time  model is to allow a flexible
representation of temporal conditions for
triegering and control rules 1n the office

environment, so that an intelligent rule invocation
is possibhle.

1. INTRODUCTION

Office Information Systems (0IS) are a class of
Information Systems where some features are novel
or more critical than 1in traditional 1information
systems. Among these aspects, 1n this paper we
address the problem  of time modeling  and
management. Several models for time handling have
been prouposed 1n the 1literature, 1in different
computer science research areas {[Bol 82] As 1t
will be 1illustrated 1a Section 2., each of these
models takes into account sorewhat Jlifferent
aspects in time manacement,

The purpose of this paper 1s to define the TSOS
(Temporal Semantic Office System) time model to
specify rule 1nvocation conditions of control
rules, and to present a formal definition of
temporal functions in the presence of time
abstractions,
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TS0S 1s an extension of the Semantic Office Systenm
(S0S) for office systems description [Bra 84] In
TSOS 1t 1s possible to handle temporal attributes
of data and to verify static and dynamic
constrairnts on them.

Functions are provided for handling relationships
between times, as it is necessary, for instance, in
planning systems, where causality relationships
between times are mwore 1lmportant that the
corresponding precise times. For instance, the time
of rtesponse to a letter may not be relevant as a
precise time, while 1t 1s relevant in relation to
the arrival time of the letter. Different levels of
temporal specifications and 1imprecisely specified
times are supported. For 1nstance, 1t can be
meaningful to specify monthly forecasts in planning
activities, while a date and hour specification 1s
more appropriate to organirze a meeting. Finally, in
TSOS a global control on several integrated office
activities can be performed. Temporal information
1s used, besides for retrieval purposes, for
activating system control rules based on tiem.
Simple cases of this kind of specification are that
of performing periodical checks 1n the system or
that of triggering activities at a given time.

In Section 2., the existing time models and the
problens related to time managing 1n different
research areas are briefly reviewed. In Section 3.
the TSOS architecture will be 1llustrated, with
particular reference to the use of time. In Section
4, the TSOS time model 1is presented, several
temporal categories and abstractions are presented,
and their operators formally defined, the syntax

and the semantics of rules coaditions are
presented.
Examples to tllustrate an 1ntelligent rule

1nvocation mechanism and other relevant features of

TSOS temporal conditions will he presented 1in
Section 5..

2, RELATFD {JORK AND PROBLFMS

A particular attention has been given to time

related problems
times [Pan 83].

in Information Systems 1n receat

A basic classification of models of time consists
in the subdivision of models 1nto static and
dynanic models.



A similar classification has already been proposed
1n the literature, even if from slightly difterent
points of view [Kun 84, Bol 82],

We classify as static time models those models 1in
which states are the most important concept 1in the
system [And 82, Lun 82]. This view 1s typical of
database systems, where the current view of data is
often the only one which is available. To consider
time related aspects, either a time attribute
(timestamp) is attached to the attributes for which
1t 1is 1important to keep a temporal record, or
several snapshots of the data are taken and
temporal considerations are done on the appropriate
subset of snapshots,

In this kind of models, the temporal operations on
data are querying about temporal sequences of data,
with simple deductive capabilities, and
verification of static (integrity) constraints on
data.

In dynamic models, the time considerations focus on
transitions between states. In these models the
transition time 1s important and the preconditions
and postconditions for transitions are specified.
This view 1is typical of IS models for modeling
relationships between activities. In this case
dynamic constraints on state changes are specified,
for instance, as preconditions and postconditions
on update transactions {Cas 78, Cas 82]}.

The dynamic time modeling kind of approach is also
used 1n artificial intelligence, in systems for
planning activities to achieve a given goal or
scheduling resource allocation [All 83a, All 83b,
Coo 83, McD 82, Ver 83]. In these cases duration of
activities and  precedence constraints  among
activities are specified as constraints in the plan
to achieve.

Both static and dynamic models can express temporal
data using different modalities. The simple
association of time to a given data element or
event can have different meanings for instance, a
time attribute can specify that the data or event
happened once during that time, or lasted all the
time, or most of the time of the time. A
formalization of some of these problems has been

given 11 temporal logics [Res 71, Gol 83], while
other problems have been mainly studied in
artificial intelligence, linguistics, and
philosophy.

An aspect that 1is seldom considered 1s that times
can be expressed at several levels of detail, like,
for instance, dates versus minutes. A formalization
of different levels of detail can be found 1n
static time models, but it 1s harlly found 1n
dynamic models, where different 1levels of detail

should coexist i1n a uniform framework.

The possibility of specifying
information is common to both types of models For
instance, this is done in some dynamic models, 1n
particular for planning, where times are indirectly
specified through relationships between activities
rather than absolute times such as dates [All 83a,
All 83b]. Another case in which times are imprecise
1s that of distributed systems [Lam 78] In this
case the ovrdering relationship on time 1s not
always known, or 1t 1s only known with a certain
approximation.

1mprecise temporal
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A few existing office models have already taken
into consideration some time related problems.

In [Cha 82] the problem of inserting alerters to
signal particular conditions 1n an office system,
in particular on updates of values 1s examined. In
this work it 1s possible to express some simple
time based conditions, through a time attribute 1in
the system, the time 1is considered to be a time
point and no operation 1s defined on 1t, except for
equality,

In OBE {Zlo 82] 1t 1s possible to express trigger
expressions to be cvaluated at a specified time.
The time can either be a date and hour or a period
(hourly, daily, weekly, monthly), but combinations
of conditions are not allowed.

3. TIMF MANAGEMFNT IN SOS

The S0S model [Bra 84] allows the specification of
types of elements in the office, static elements,
such as documents, are specified 1in the static
submodel, dynamic elements, such as activities, are
specified in the dynamic submodel, a third submodel
in S80S, the evolution submodel, allows the
specification of control aspects in the office.

Control specifications in S0S are used to trigger
activities, monitor abnormal situations, and
support system use. A complete classification of
control situations 1is given in [Bra 85].

Control specifications are given in S0S using
control rules, composed by a conditional part and a
body.

In the conditional part, the condition for rule
invocation is specified, while the body specifies
which 1s the action to be taken when the
conditional part is veraified.

Each SOS element has a type and a number of
instances. Each instance is uniquely identified 1in
the run-time system, e.g., several instances of the
document type letter will be found 1n an office
system.

In the same way, also for control rules several
rule types can be defined and for each type several
instances may exist. The rule type ''when a letter
arrives, send a message to the destination agent"
can be 1instantiated by adding a particular letter
id to the rule type specification, thus creating an
instance.

In rules description, sometimes 1t 1S 1nteresting

to specify rules at type level, sometimes at
instance level. In the above example, the type
level of specification 1s preferable, and the

related 1instances are automatically created by the
system, one for each event of letter arrival. In
other cases, it is useful for the user to directly
specify an instance of a given rule type, for
instance, if one wants to be reminded of a meeting,
he can directly write a rule instdance like the
following one "at 3 p.m. tomorrow send me a
message ‘meeting in half an hour’".

The elements specified 1n control rules are those



defined i1n the static and dynamic SOS submodels A
query language to access the elements 1instances is
defined [Bra 85].

In addition to usual conditions on element values,
conditions based on time 1ire considered 1n this
paper.

The temporal extension of S0S, TSOS, 1is based on an
IS type approach to time modeling, keeping in mind
that the goal of temporal specifications 1in TSOS
15, beyond querying the system about time related
facts and static constraints expression, that of
activating rules when their activation condition 1s
verified. This means that we are 1nterested in the
times when transitions take place, rather than 1in
the duration of system states. We assume to have a
rule scheduling mechanism, for which each rule
instance 1is invocated only once. If 1t has to be
repeatedly 1nvocated, it has to be created again.

So, we are not 1Interested 1in differeant time
modalities, i.e., we consider ‘only once’ time
modalities.

TSOS is based on SOS for data, activities, and rule
specification structure, and has a formal model for
time specification, that will be presented in
Section 4.

Problems originated by use of abstractions and
imprecise timing are dealt with, such as the
meaning of operators and functions, and anomalies
caused by time elements with a variable duration,
such as months and leap years, are considered.

Two kinds of timing specifications will be handled
in an homogeneous way absolutely and relatively
defined times [Bol 83]. Absolutely defined times
are time elements 1like, for instance, dates,
relatively defined times are defined using, for
instance, an event happening as a reference (e.g.,
"3 days after such and such event").

The temporal specifications defined 1in Section 4.
are used not only for rules specification, but also
11 connection to all TSOS elements, where a
temporal specification is needed.

A particular type of TSOS static element 1s the
type event (and all 1ts speciralizations). Events
are office static elements types which can be

instantiated like all other TSOS element types In
particular, an identifier and a time specification
(the happening time) are associated to each event
which 15 registered as such 1n the system. The time
specification can be eirther an absolute time or a
relative time, or both. In particular, an event can
have many relative time attributes that put it into
relation to different other events. In this schema,
1t is not relevant whether those times are past or
future, since we will assume a homogeneous
description of times 1in the past and 1n the future.
Each of these time specifications can be
interpreted at a different level of abstraction 1in
the model.

Other TSOS elements, like for instance document
time-related attributes and starting and ending
times of activities, can have a similar descraiption
of time attributes, in the framework of this time
modeling.
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In the next Section the T50S model of time will be
1llustrated and in the Section 5. a few examples of
how the TSOS model of time 1s used 1n rules will be
presented.

4, TSOS T"MPORAL MODFL

4 1. The concept of time in TSOS

The temporal expressions we are going to consider
are those useful in the office and the information
systems environments.

TSOS has a few characteristics which are important
1n the office environment. First of all, the
current time 1is a central concept for rule
1nvocation, rules conditions are examined against
the current time to decide if they can be 1nvocated
or not.

Second, it 1is possible to express the different
temporal categories (time specifications, time
points, intervals, periodic times) defined 1in the

model at different levels of abstractions, using
the common calendar schema for abstractions, for
instance, a year 1s considered to be at a higher

level than a month.

The general context of the model that we propose is
based on a few assumptions. The time 1s defined on
a temporal axis and 1s discrete, i.e., each point
of the temporal axis can be mapped 1nto an 1nteger
number. This integer number represents the (signed)
number of temporal units that exist between the
point of time and the origin of the temporal axis.
The quantum of time is the minute, that is
considered the most specific point of time. The
time is infinite in the past and in the future, so
for each point on the temporal axis , 1t is
possible to find a past and a future point of time.

Considering points of time t on the temporal axis,
the time is linear, 1.e., it is connected (¥ tl,t2
(tl1<t2) Vv (tl=t2) Vv (t2<tl)) and the precedence
relationship enjoys the transitivity property (¥
tl,t2,t3 t1<t2 A t2<t3 —=> t1<t3) [Res 71].

We define a Multiple Level Model (MLM) of time,
where the different temporal levels 1in the time
hierarchy are integrated in a single model (see
Fig. 1).

year
|
|
month
week |
\ |
day
l
I
hour
|
l
minute

Fig. 1. Calendar model



time model some variable
transformations exist between the considered
elements. For 1nstance, months have variable
durations expressed 1in days (28, 29, 30, 31 days
for a month) This fact can hinder the precise
conversion of the temporal elements from the month
level to the day level, when they are not
absolutely defined. In fact, once we know that the
month we are considering is February 1984, i.e., we

Unfortunately, in this

also know that 1ts duration is 29 days and a
conversion is possible This 1s not true 1f a
reference to a fixed point of the temporal axis 1s
not given For this reason, we express the
relatively defined times without applying any
conversion. A key issue in MLM 1s the possibility
of expressing the same condition at different
levels of detail, enabling the specification and

the handling of conditions the elements of which
are located at differeant levels of detail. The
relationships among specifications at difterent
levels of detail will be 1llustrated in the next
Subsection. Within a single level of abstraction
the equality and a precedence temporal
relationships exist that enable the comparison of
times.

The elements of the MLM can be specified to a
certaln extent, this means that the temporal
elements do not need to be completely defined, but
they can be undefined from a certain level
downward. This approach allows a more flexible
handling of temporal conditions and 1s suitable for
their specification 1n office systems In fact,
even 1f the quantum of time 1s the minute, we
usually do not want to express every condition in
terms of wminutes. Moreover, sometimes 1t 1s
actually necessary to express the condition at a
higher level of detail because the knowledge about
1t 1s not complete or 1s not of interest at minute
level.

The MLM 1s obtained 1integrating the submodels of
the different levels of time definition, These
submodels will be called "Single Level Submodels"
(SLS).

A critical drawback of the use of a single SLS,
such as, for 1nstance, the minute submodel, 1s that
1t 1s extremely unflexible and only enables the
specification of very raigid temporal conditions
{Man 83]. The elements within a submodel are always
completely defined (cd), 1 e., always specified
unt1l the adopted level of detail. For instance, 1if
we consider time specifications 1n the minute SLS,
the condition "after three weeks" 1s interpreted as
"after the precise number of minutes corresponding
to 3 weeks'.

In SLSs the time 15 mainly represented in cardinal
way, 1 e , a time point 1s identified by a (sizned)
integer that 1ndicates the numher of time polnts
from the oripin of the temporal axis Normally,
instead, the temporal data are specified 1n ordinal
way, 1 e , by referring them to the current time.
For 1nstance, ''today 1s the ?7th of November 1984"

is normallv (and ordinally) 1interpreted as the
sentence 'the current day 1s the 27th day of the
IIth month of the [984th year” In the day SLS

1nstead, we (cardinally) specify '"the current time
1s 1983 years, 10 months and 26 days far away from
the oripin of the temporal axis'" The choice of

(@1

I~

representing time in cardinal way was suggested by
implementation reasons (see the definition of time
points 1n the next subsection). The resulting
schema 1s shown 1n Fig. 2 1in which the two
representations are connected by ad hoc conversion
functions.

USER

l
[

LA
EXTRRNAL TIME
MODEL (ORDINAL)

-

|

| | date
[

v |

tp

INTFRNAL TIME
MODEL (CARDINAL)

Fig. 2. The external and 1internal time models

MLM
the
the

is defined by referring its basic concepts to
set of the SLS basic concepts. In other words,
definition of MIM 1s given 1n two steps

- Formal definition of a SLS. In next subsection,
we will completely define the clements,
relationships, functions, and operators of a
SLS Fach SLS 1in the MLM has the same

characteristics from this point of view.

- Mapping of the MIM 1n terms of the 1nvolved
SLSs. The methods for 1ntegrating~.d1fferent
SLSs to get a MLM are described. To do this, we
describe conversion functions, and discuss
their applicability, and the meaning of
relationships, functions, and operators between
elements belonging to different SLSs. The basic
concept 1s that 1in each ML{4 temporal
specification, the correct SLS levels must be
associated to each term.

4 2. SLS definition

In this subsection we will formally define
elements, functions, relationships, and operators
for a SLS.

We first lefine the nadopted Temporal Categories

(TC) that are the domains of the elements of all
the SLSs. We 1ntroduce here the Time Specification
TC (TSfC), the Time Point TC (TPIC), the Time
Interval TC Periodic zggg—ﬁﬁf

Ir L (TITC), and the
(PTTC). These TC are represented 1in T'igz. 3.

Time Specification Time Category (TSTQ)

The TSTC 1s a temporal category forned by relative
integers ind 1s used to specify the distance of a
point of time from a fixed reference, the duration
of a time 1nterval, and so on. We can Jefine the
equality relationship, the precedence relationship,
the distance Dhetween ts, and the sun and
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subtraction of ts 1n terms of the corresponding
concepts of equality, comparison, absolute
difference, sun, subtraction, that are valid in the
field of the relative integers.

Time Points Time Category (TPTC)

The TPTC 1s the temporal category of time points
(tp) This TC 1s based on the primitive concepts of
current time (CTY and starting time (ST). CT takes
into account the flowing of t{E;T—ST constitutes
the origin of the temporal axis. All the other tp ¢
TorC are defined as pairs tp=(ts, ref), where ts g
TSTC and rtef is CT or Sf. The functions is ts(tp)
and is ref(tp) allow to address the components of a
tp.

A tp can also refer to the ocerurrence time of an
observable event or to another tp, tpl=(ts,tp2). A
tp £ TPTC is called absolutely defined (adtp) if it
directly or indirectly refers to the ST Otherwise
when the tp 1s defined only by putting 1t 1in
relation with the occurrence time of a certain
event (evenq_tlme) or by specifying a causality

relationship (eventl time happens after
event? time), the tp 1s called relatively defined
(rdtp).

The absolute definition is transitive, in fact a tp
& TPTC defined relatively to an adtp can be
interpreted as an adtp. A rdtp can possibly become
adtp during the system evolution, while the
opposite transition 1s not possihle, 1n fact, if a
ritp refers to an observable event, when the event
occurs, the rdtp becomes an adtp for tramsitivity,
the opposite transition 1s obviously not possible.
For 1instance, let us assume that at the beginning
of a year 1t is not known when vacations will bhe
taken One can specify conditions such as "A weck
before vacations". This is a rdtp. Once vacation
dates are fixed, the specified time bhecomes an
adtp.

Because of the possibility of handling hoth rdtp
and adtp, all the relations (equality, precedence,
distance etc.) can have a precise value (i.e.,
"TRUF" or "FALSF") or an undefined value (1.e.,
"UNXNOWN"). In general, when two tp & TPTC are
compared, but they do not refer to the same tp, the
compiarison 15 11l the same definite, but its result
15 ""UNKNOWN”. Notice that 4 tp can have different
equivalent representations, 1f 1t can refer to
difterent tp For that reason, we will assume that
when this 1s possihle, all the tp refer to the same
tp (s0).

The following functions are defined on the clements
of TPIC.

Equality
Given tpl, tp2 & TPTC, where tpl=(tsl,refl),
tp2=(ts2,ref2) the predicate (tpl=tp2) 1s TRUR

1ff (tsl=ts2) A (refl=refl), FAISF 1ff (ts2 #
tsl)a (refl=refl), UNKNOWN otherwise.

Propnsition
Given tpl, tp2, refl £ TPTC, where
tpl=(tsl,refl), tp2=(t-?,ref?) and refl=(ts3,

ref2), 1f tsl+ts3=ts2 then tpl=tp2.

Nepation
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Given a predicate p, the predicate not p 1s

defined as follows

TRUE 1ff p 1s FALSE, FALSE 1ff p is TRUE,
UNKNOWN  otherwise, that is, wunknown results
remain unknown also in their negation.

An example of predicate negation 1s the

following (negation of the result of an equality
relation)

Unequality
tpl=(tsl,refl),

given tpl, tp2 & TPIC, where
(tpl # tp2) 1s

tp2=(ts2,ref2) the predicate

TRUL 1€f (tsl # ts2) o (refl=refl), FALSE iff

.9 = +#o1\ £ en€1mra €)Y TMYNOLIN Arharuoieco.

({toz = T81) 5 \TEL1ZTEr<,, UNADURLG OLAGTWISC.
E}oposition

Given tpl ¢ TPTC, where tpl=(tsl,refl),

tp2=(ts2,ref2) and refl=(ts3, ref2), then tpl #
tp2 1s TRUE 1f tsl+ts3 # ts2, FALSE 1f tsl+ts3 =
ts2, UNKNOWN otherwise.

Precedence
Given tpl, tp2 s§ TPTC, where tpl=(tsl,refl),
tp2=(ts2,ref2) the predicate (tpl<tp2) 1s TR
tff (tsl<ts2) A (refl=ref2), FALSE iff (ts2 2
tsl) A (refl=ref2), UNKNOWN otherwise.
Distance d
given tpl, tp2 g TPIC where, tpl=(tsl,refl),
tp2=(ts2,ref2) let us define the function d TPIC
X TPTC ==> TSIC where
-~ d(tpl,tp2)=d(tp2,tpl) ¥tpl,tp2
- d(tpl,tp2) 2 0 ¥ tpl,tp2.
The distance between tpl and tp2 1s definite

whenever tpl and tp2 can refer to the same tp.
The operational definition of distance 1is the

following
given tpl=(tsl’, ref3) and tp2=(ts2’, ref3)
then

d(tpl, tp2) = lef abs (tsl’ = ts27,)

The TITC 1s 1 temporal category formed by pairs
(starting tp, ending tp), where starting tp aad
ending tp are tp. The functions starting tp(ti) and
ending tp(ti) allow to address the components of a
ti. If the starting (ending) tp 1s the special tp
-» (+o) [5re 84], the time 1interval, ti 1s open to
left (open to right).

The following functions are defined on the elements
of TIIC.

Duration
Given til & TIIC, where til=(tpl’,tpl"), the
duration(t1l) 1s by definition the distance
between tpl’ and tpl”.

Belonging relationship
Given tp & TPIC and til & TITC, where
t1l=(tpl’,tpl"), the predicate (tp & til) 1s

TRUF 1ff (tp < tpl™) A (tpl’ < tp), FAISD 1ff
(tpl"<tp) V (tp<tpl’), UNKNOWN otherwise.

Overlapping relationship
Civen til, t12 & TICC, where til=(tpl’,tpl™),
t12=(tp?’,tp?") the predicate (til overlaps ti2)

15 TRUF 1ff 3 tp’| (tp’ & til) A (tp” & t12),
FAISE 1ff not 3 tp’i(tp” & til) A (tp’ ¢ t12),




operdtor use semantics

- ~tsl -> ts2 ts2 | tsl+ts2=0

before tsl before tpl -> tp2 tp2 | d(tpl,tp2)=tsl tp2<tpl
after tsl after tpl -> tp2 tp2 | d(tpl,tp2)=tsl tpl<tp2
from from tpl -> til ¥tp2 | tp2 & til tpl \leq tp2
until until tpl -> t1il Vetp2 | tp2 & til tpl \leq tpl
every every (ts,ti) -> pt pt | pt = (ts,ti)

1~th J—th 1lptl -> t1] tl] in lptl=UJ=1,n txJ

last-but-3] last-but=-3 lptl -=-> tl1 th-J in 1ptl=U3=l,N tll

duration duration ti1 -> ts ts | d(starting(ti), ending(ti))=ts
int til 1nt t12 -> t13 ¥tp | tp & t13, tp & t1l A tp & ti2

a) operdators

function use also applicable to
= tsl=ts2 tp, ti1, pt

< ts1<ts2 tp, t1

£ tpl & t12

overlaps til overlaps ti2

meets til meets t12

b) functions

Fieg. 4 Operitors ind tunctions
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UNKNOUN otherwise.
Meeting

Given til, ti2 ¢ TITC, where til=(tpl’,tpl"),
ti2=(tp2’,tp2") the predicate (til meets t12)
1s TRUF 1ff tpl"=tp2’, FALSE iff tpl" # tp2’,
UNKNOWN otherwise.

Equality
Given til, ti12 » TITC, where til=(tpl’,tpl"),
t12=(tp2’,tp2") the predicate (til = ti2) 1is
TRUF iff (tpl’=tp2’) A (tpl”=tp2"), FALSE iff
(tpl” # tp2’) V (tpl" # tp2"), UNKNOWN
otherwise.

Precedence
Given til, ti2 & TILC, where til=(tpl’,tpl"),
t12=(tp2’,tp2") the predicate (ti1l < ti2) 1s
TRUE 1ff tpl"<tp2’, FALSE 1ff tp2° < tpl",
UNKNOUN otherwise.

Distance D
Given til, ti2 & TITC, where til=(tpl’,tpl"),

t12=(tp2’,tp2"), let us define the function

D TITC X TITC --> TSTC

The function D(til,t12) 1s by definition equal
to d(tpl",tp2’) if til £ ti12 and d(tp2", tpl’)
if ti2 < til,.

Periodic Times Time Category (PTTC)

The PTTC 1s the temporal category of periodic times
(pt) formed by pairs (period, base), where period ¢
TSTC and base ¢ TPTC or base ¢ TIIC.

The functions period(pt) and base(pt)
address the components of a pt ¢ PTTC.

allow to

Formally, pt=(ts, ti0) ¢ PTTC, with tiO=(tp’,tp")

is the series of t1

U ti, where

t%;;?ﬁﬁ“l’ i tp. ") and tp1’=tp'+1*ts and

tpi"=tp*+i*ts. *

Theé equality relationship 1s defined on the

elements of PTTC.

Equality
Civen ptl, pt2 & PTTC, where ptl=(tsl,t1l),
pt2=(ts?,tp2) the predicate (ptl=pt2) 1s TRUE
iff (tsl=ts2) A (3 tal_ & optl, t12, & pt2|
til =t12 ), FALSE 1ff (tsd # ts2) v ( ndt I t11
¢ Pti, B2, ¢ pr2l nl=n2), UNKNOWN

otherwise.
A perindic time can be specified within a limited
interval, a Ipt 1s a limited periodic time, defined
as a set of intervals U _ ti , this definition
allows the definition o%_tiﬁe functions of finite
series of intervals, such as i-th (see Fig. 4).

A set of temporal operators and functions are also
applied to temporal objects of different TC during
conditions specification. By applying an operator,
we get a temporal object, while by applying a
temporal function we get a predicate that can
assume a boolean value.

The basic and some derived operators and functions
are listed in Fig. 4 where their use and semantics
is shown It should be noted that the same
operators and functlons can be applied to objects
of other temporal categories. WNot all cases are
shown 1in Fig 4 For instance, the every operator
can also be used to define a series of periodic
intervals ti of period ts, by specifying every
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(ts,t1).

4.3 The integrated Multiple Level Model

In MLM the SLSs 3t minute, hour, day, week, month,
year levels are integrated in a unique model. It 1s
possible to address in the same framework times
defined at different levels.

A completely defined time in the MLM model has the
form
YY MM WW DD HH MM

An important aspect of MLM 1s the necessity of
intelligent conversion functions for mapping a SLS
into another SLS in order to reduce the loss of
information i1n passing to a level of abstraction to
another.

The notation LEVEL (time) is used to indicate the
more detailed time level used 1in that particular
time specification, for instance , M (3) means "3
months™. When a time 1is specified without an
explicit 1level, the levels are counted starting
from the higher year 1level as a default, for
instance, the more detailed level in (1984 11) 1s
the month level. When the tp function 1s used for
conversions, the week level is skipped.

An important aspect of MLM 1s the necessity of
intelligent conversion functions for mapping a SLS
into another SLS in order to reduce the loss of
information in passing to a level of abstrdction to
another.

When converting adtp, or time elements expressed in
terms of adtp, such as, for instance, 1intervals,
information about anomalies 1is known, so 1t is
possible to handle conversions without any speclal
problem. For 1instance, 1f "exactly one month after
March 20, 1984" 1s specified, the duration of the
month can be precisely expressed i1n days, since 1t
1s known that March has 31 days.

The formal specification is the following

D (D (M (1)) after tp (1984 03 20))

Instead, rdtp present some problems in passing from
one level of detail to another. For instance, the
condition "exactly one month after event time"
cannot be precisely converted into days, since the
generic month has a variable duration. The adopted
choice is to express the points of time that cannot
be fixed on the temporal axis without applying any
conversion Once the condition becomes explicit,
1.e., for 1instance, the event.time 1s specified,
then the points of time are fixed on the temporal
ax1S.

Imprecise times cannot be converted to lower level
SLS times. In fact, 1t 1is not meaningful to express
one month (approximate) in a number of days When
imprecise times are involved, the conditional
expression based on this times have to be converted
to the corresponding SLS Obviously the temporal
objects must be at least defined to the level
required to the whole condition. This process 1s
not always possible (for instance, when the single

parts are specified 1n months and the whole
condition 1s expressed 1n hours), this case 1s
considered to be a wrong specification, and a



diagnostic message is given. The conversion of SLS
elements that are imprecisely defined 1introduces
some errors.

The further problem 1s what kind of conversions 1is
possible to apply when the one-level relationships
and functions are applied to elements of SLSs of
different levels.

The basic strategy 1is to convert the more detailed
operator to a specification 1in the level of the
other operator.

1984 11 = 1984 11 20

can be interpreted as

M (M (1984 11) = M (1984 11 20)) that is M (M
(1984 11) =M (1984 11)) so it 1s TRUE at the month
level, and UNKNOWN at the day (and all other lower)
levels.

each case must be
from the

In case of temporal functions,
considered separately, starting
definitions. For instance

(1984 11 20 & from 1984 11)

is TRUE in the interpretation (1984 11 20 & from D
(M (1984 11))), 1i.e., all the month, while it 1is
UNKNOWN 1f M (1984 11) is an imprecise time.

We will assume as valid the second 1nterpretation,
since it 1is more general, to have the first case,
it 1s necessary to explicitly specify the
correspondent form given above.

4.4 Temporal conditions

The time model defined in TSOS allows to express
temporal conditions in the temporal part of TS0S
control rules.

The syntax of the language used for specifying
temporal conditions is 1llustrated in Appendix I.
This language must be considered an 1nternal
specification language easily interpreted by the
system, rather than a language used for interaction
with the wuser. The advantage of having such a

language 1is that 1t 1s possible to express
unambiguously complex temporal conditions.
The conditional part 1is a logical expression.

Operands in the logical expressions are connected
with AND, OR, and NOT connectives.

4 4,1 Operands

are based on
dynamic TSOS

Operands in logical expressions
queries on data of the static and
instances.

In addition to queries with boolean results on data
on other domains, the data of TSOS instances can be
in the temporal domain and 1in this case all the
operations and functions defined 1in the TSOS time

nodel can be applied For instance, a logical
expression 1nvolving temporal data 18 the
following

Al = activity where activity.id=Al2

A2

actlvity where activity.id=Alé4

conditional expression

{A2.ending_time < Al starting_ time}
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meaning "1if the activity Al started after that the
activity A2 ended".

Other elements 1in logical expressions of the
conditions are times defined within the TSOS time
model, with no relation to data of TSO0S instances
(time points or intervals or periods, or any
combinations of them through temporal operators and
functions, as defined 1in Appendix I). In this case
time elements in the condition are interpreted 1in
the following way, with reference to the current
time CT

CT & time element

4,4,2 Logical connectives

The AND, OR, and NOT counnectives can be wused
between operands. The truth table for rule
invocation based on the conditional part 1s given
in Table 1.

Tab. 1. Truth table for rule invocation
Lop Oper Operl Oper2 Condition result TInvocation result
NOT T F F
F T T
U U F
AND T T T T
F 13 F
u u F
F T F F
F F 3
U ~ F
u T u F
F F F
U U F
OR T T T T
F T T
u T T
F T T T
F F F
U u F
u T T T
F u 3
U u F

The AND connective requires that all the operands
1t connects are true, to yield a true result.

When times a4are coanected by an AND, this is
interpreted to be an 1intersection of the times, in
case of the intervals and time points. A special
case 1s that of periodic times, when two periodic
times are connected by an AND their 1ntersection 1s
made, and the rule 1s 1invoked once 1in each of the
resulting intervals.

The OR connective between temporal elements can
only be an exclusive or, since it 1s not admissible
to have ambiguity in rule invocation. For 1instance,



1f an artivity has to be started at 3 or at 4 of a
certain day, 1t must either be stirted at 3 or at
4, not at both times,

4 4 3. Rule 1nvocation

Fach rule 1instance 1s invocated once when the
lopical expression 1in the condition 1s verified,
Rules with perindic times are considered as many

tnstances of the rule. For instance, if an activity
has to be done every hour, the rule expressing this
condition can be considerad as the set of rules for
tnvocatinsn of the activity, one every hour. Notice
that ouly 1 finite numher of 1nstances can be
handled 1n a physical machine, hence periodic times
1re always limited (lpt) 1n practice.

If the conditional expression is undefined because
of the UNKNOWN result of some of 1ts operations,

then the rule 1nstance 1s considered to be not
tnvocable.

5. FXAMPLFS

In this Section a few examples of use of the

concepts defined 1n the TS0S model of time will be
illustrated.

lLet us give the followinpg two rule 1nstances

1. conditional part
{tp (1984 11 30 1%)}
body* -
pr;t docurent where 1d=D110 on printer where
id=p02

?. conditional part
{tp (1984711 30 16 00)}
body
print document where
1d=P02

1d=D120 on printer where

The two rule instinces require an activation of 1an
activity on the same resource, so they cannot be
11vocated at the same time If a first found
approach 1n rule 1invocition 1s found, then the
first rule instance would bhe 1avocated first, but
then 1t would be 1impossihle to invocate the second
rule. If an 1atellirent approach 11 rule 1invocation
1s taken, then the second rule 1s invocated first.

This example shows the advantige of specifvine
times it different levels of ibstraction, another
approach to solve the ibove mentioned problem would
be that of specifying an 1aterval from 16 00 to
1A 59 for the first condition, however, this
specificatinn would not reflect the nature of the
request, which has 1 vague character.

Fxample 1T

An example of a complex temporal condition is the
following "Every Monday from 11 15 to 12 15
startiig on November 1984 until Tune 1985".

Our time model allows the specificition of cuch a
condition, provided we define 1 periodical time for
Mondays, to do this we can take any Monday, for
instance ilondav, December 17, 1984, from 11 15 to
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12 15 as a base for the periodic time, and 7 days
as the period, 1n addition, the conditions
expressing that the period 1s limited from November
1984 to June 1985 have also to be expressed.

The conditional part of the rule can be expressed
as follows

{every

U
week
(from tp (1984 12 17_11 15) unt1l
tp (1984 12 17 12 15))))
and

(from tp (1984 11 01 unt1l tp (1985 06 30))}

Fxample IIT

deduction
the time

example where
applied to

We present
capabilities
specifications.

now  an
can be

Let us assume to have two adctivities, Al and A2,
and an activity starting time defined 1n an
indirected way for Al.

= form A2.ending time

Al starting_time |
tp (1984 11 02)

A2.ending time =
Let us assume to have another activity A3, where

A3 starting time = tp (1984 11 O1)

The following condition
{A3 starting time < Al.starting_time}

demonstrated to be TRUk, 1in

in which Al.starting time 1s
(1984 11 02), which 1s the
ending time of A2, and s0 1t 15 after
A3.starting time Thus, 1t 1s possible to express
coordination conditions between activities (and
more generally, activity types).

fact, the
located 1s

can be
interval
starting at tp

Fxanple IV

As 1
specification
ambiguous, 1f the semantics of operators
precisely defined.

final example, let us see how a temporal
1n a natural language form can be
1s not

Let us constder the following conditions
"On October 12, 1984 and on November 1, 1984"

the following (erroneous) meaning could be
associated to the expression '"on both occasion
activate the rule", while 1instead the rule 1s

1ncorrect, because the condition Oct. 12 and Nov, 1
cannot be TRUE simultaneously. To correctly express
the above condition 1n TSOS, 1t 1s necessdry to
specify two rules, one for the first 1invocation,
and one for the second.

6. CONCLUDING RFMARKS

In this paper the time nodel in the TSOS model for

the description of oftice systems has been
presented.
The main features of tne TSOS time model are the

precise definition of temporil objects, operitors,



and functions, the possibility of handling them at
different levels of detail, and the »ossibility of
expressing periodic rimes,

The time model 1n TSOS 1s used 1n temporal
expressions in control rules for the office system
environment.

An 1mplementation of a scheduler for activities,
based on temporal trippering conditions, has bheen
made on a Vax/780, under Unix in C lanpguare [Man

83].
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APPFNDIX
SYNTAX FOR CONDITIONAL PART OF RULFS

COND-EXPR --> “{’ LOG-EXPR "}’
LOG~FXPR =-=> LOG-EXPR LOG-OP OPLRAND | OPERAND | “(° LOG-£XPR ")’
LOG-0P ~=> NOT | AND | NR
OPLRAND —-> TIME-OPLRAND | DATA-OPFRAND
DATA-OPERAND ~-> DATA-VARIABIF | DATA-EXPR
DATA-EXPR --> “(° DATA-FXPR ’)’ | DATA-EXPR DATA-OP DATA-~VAR |
DATA-VAR
DATA-OP =-> > | < | = | .
DATA-VAR --> variable | string
TIMF-OPERAND --> TIMF-VAR | TIMF-EXPR | LFVFL ‘(" TIMF-EXPR ")’
TIMF-VAR -=> tp | ti | pt | LEVEL “(° tp )’ | LFVEL “(° t1 *)’}|
LFYFI “(’ pt °)’
TIME-EXPR -~> EQUAL-TF | PRFCEDFS-TC | BELONGS-T# | OVERLAPS-TH|
MEITS~TF
FQUAL-TE -~> TIMF-SPFC ‘=’ TIMF-SPFC | TIMF-INT ‘=" TIMF-INT |
TIMF-POINT ‘=’ TIMF-POINT | TIMF-PFR "=’ TIMF-PER
PRECFNDFS=TF —-=> TIMF-SPF( ‘<’ TIME-SPEC | TIMF-POINT ‘<’ TIMF-POINT |
TIMF-INT ‘<’ TIMF-INT
BELONGS=-TF -=> TIMF-POINI * ’ TIME~INT
OVERLAPS-TF --> TIME-IN[ ‘overlaps’ TIMF-INT
MFFTS-TF --> TIMF-INT ‘meets’ TIMF~INT
TIMF=SPFC -=> ‘=’ ts | ts | LFVEL (' ts ")’ | ‘duration’ TIMF-INT |
‘distance’ ‘(’ TIMF-POINT ’,’ TIME-POINT ’)’ |
(' TIMF-SPFC “)° | ‘1s-ts’ ‘(' TIMH_PO[NT M|
‘period’ ‘(’ TIMF-PER ")’
TIMF-SPFC + ts | TIME-SPFC = ts
TINMF-POINT —> TIMF-SPFC ‘before’ TIMF~POINT |
TIMF-SPFC ‘after’ TIME-POINT |
tp | TFVFT "’ tp *)’ | ‘1s-ref’ ‘(’ TIMF-PNINT )’ |
‘starting’ “(° T[IMF-INT ")’ | ‘ending’ “(’ TIME~INT ‘)’
TIMF-INT -=> ‘from’ TIMF-POINT | ‘until’ TIME-POINT |
nunber ‘-th’ TIMF-LPFR | numher ‘-th’ TIMF-PFR |
TIMF-INT “1int” TIMF-INT |
‘from’ TIMF-POINT ‘until’ TIMF-POINT | t1 |
LFVFL “(’ TIMF~INT ‘)’ | ‘base’ ‘(" TIME-PFR DM
TIMF-PER ~-> ‘every’ ‘(’ TIMF-SPEC “,’ TIME-INT “)’ |
TIMF-PFR | pt | LFVEL “(° pt ’)’
TIME-LPFR --> TIMF-PkR ‘AND’ TIMF-INT
LEVFL =-=> Y { M | W[ D}|H|Imn
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