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Guest Editors’ Notes

Welcome to the March 2024 issue of the ACM SIGMOD Record, a special issue presenting papers and technical perspectives covering a selection of the best conference papers from 2023 in data management. These papers have been given the **2023 ACM SIGMOD Research Highlight Award**. This is an award for the database community to showcase a set of research projects that exemplify core database research. In particular, these projects address an important problem, the papers represent a definitive milestone in solving the problem, and have the potential of significant impact. This award also aims to make the selected works widely known in the database community, to our industry partners, and to the broader ACM community.

The award committee and editorial board included Angela Bonifati, Rada Chirkova, Alfons Kemper, Samuel Madden, Kenneth Ross (chair) and Yufei Tao. We solicited articles from PODS 2023, SIGMOD 2023, VLDB 2023, ICDE 2023, EDBT 2023, and ICDT 2023, as well as from community nominations. We used a careful review process, in which each nominated paper was discussed in a virtual meeting. Papers with conflict of interest were discussed in the absence of the conflicting committee members. This year, ten articles were finally selected as 2023 Research Highlight Award winners. One of the articles was previously highlighted in the December 2023 issue of ACM SIGMOD Record, and so it does not appear here in the March 2024 issue.

The authors of each article worked closely with an associate editor to rewrite the article into a compact 8-page format and improved it to appeal to the broad data management community. In addition, each research highlight in the March 2024 issue is accompanied by a one-page technical perspective written by an expert on the topic presented in the article. The technical perspective provides the reader with an overview of the background, the motivation, and the key innovation of the featured research highlight, as well as its scientific and practical significance.

The 2023 research highlight award winners include:

1) a method to compute histograms and heavy hitters over data streams in a differentially private setting while adding less noise than previous methods ("Better Differentially Private Approximate Histograms and Heavy Hitters using the Misra-Gries Sketch");
2) an algorithm to compute “robust” allocations of isolation levels to transactions that guarantees the safety of interleaved executions ("Allocating Isolation Levels to Transactions in a Multiversion Setting");
3) an analysis of methods for choosing between different conjunctive queries that fit a set of data examples ("Fitting Algorithms for Conjunctive Queries"); [See the December 2023 issue of SIGMOD Record]
4) a way to formulate worst-case optimal joins and conventional binary joins as special cases of a general join operator ("From Binary Join to Free Join");
5) a framework that manages samples for approximate query processing so that samples can be reused across queries even in the face of changing workloads ("Efficient and Reusable Lazy Sampling");

SIGMOD Record, March 2024 (Vol. 53, No. 1)
6) a novel machine learning model supporting data matching tasks for data integration ("Unicorn: A Unified Multi-tasking Matching Model");

7) a graph theoretic approach to modeling complex data flows in which privacy constraints require that certain nodes must be disconnected ("Graph Theory for Consent Management: A New Approach for Complex Data Flows");

8) a novel way to evaluate differential privacy mechanisms by taking real-world empirical data studies and asking whether the conclusions of those studies would have been visible using synthetic differentially-private data ("Epistemic Parity: Reproducibility as an Evaluation Metric for Differential Privacy");

9) a system that interactively and automatically transforms tables from spreadsheets and web pages into standard relational tables that can be processed by SQL ("Auto-Tables: Relationalize Tables without Using Examples");

10) a unified way of modeling incremental computation on data streams that enables incremental view maintenance ("DBSP: Incremental Computation on Streams and its Applications to Databases");

On behalf of the SIGMOD Record Editorial Board, we hope that you enjoy reading the March 2024 issue of the SIGMOD Record!

Angela Bonifati       Rada Chirkova       Alfons Kemper
Samuel Madden         Kenneth Ross       Yufei Tao
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Technical Perspective on ‘Better Differentially Private Approximate Histograms and Heavy Hitters using the Misra-Gries Sketch’

Graham Cormode  
University of Warwick, UK  
G.Cormode@warwick.ac.uk

The topics of private data analysis and streaming data management have both been separately the focus of much study within the data management community for many years. However, more recently there have been studies which bring these two previously isolated topics together.

Although data streams and privacy might not seem to have much in common, it turns out that they share a symbiotic relationship. Within data streams, a common pattern is to design a compact data structure that summarizes the input that has been seen so far, and which can be updated quickly in order to reflect a small change. Within privacy, it is often helpful to build an intermediate representation of a data set, so that a small change to the input does not change the representation much. Moreover, both areas make use of the tools of randomized algorithms and probability to prove that their mechanisms give strong guarantees. Thus, data stream summaries can sometimes inspire private algorithms, and vice-versa.

A few prior examples of this phenomenon include analyzing the (differential) privacy of randomized projections via the Johnson-Lindenstrauss lemma [3] and the popular Flajolet-Martin count-distinct summaries [4]. This allows a variety of downstream data analysis to be performed using these data summaries, which are both compact and private. A major application of private data analysis is to find popular items among a large collection of observations, and tools for this deployed in major operating systems have made use of stream summaries (Bloom filters and Count-min sketches) [1, 2].

This work, by Lebeda and Tétek, first published in PODS 2023, also considers frequencies, and asks whether a popular streaming data structure can be made private. Specifically, it considers the Misra-Gries (MG) sketch, a simple and effective data stream summary that allows the frequency of each item to be estimated up to a $1/k$ additive error while using space proportional to $k$.

One perspective on the MG sketch is that it allows us to extract a sparse vector representation of the input. If we think of the input as defining a stochastic frequency vector $x$ (i.e., $\|x\|_1 = 1$), then the MG summary provides a vector $y$ such that the maximum error in any coordinate is bounded ($\|x - y\|_\infty \leq 1/k$) and it is sparse ($\|y\|_0 \leq k$). This is tantamount, since given $x$ in full there is an easy differentially private way to obtain a $y$ that is sparse: add noise to each entry of $x$, and retain only those noisy entries that exceed a threshold. However, under the constraint of small space and streaming updates, it is not at all straightforward to obtain such a representation.

The approach here is very effective: essentially, with a simple post-processing step, the MG summary can be made $(\epsilon, \delta)$-differentially private. The algorithm is almost identical to the naive idealized algorithm: add noise to each entry of the sparse MG vector, and retain only those noisy entries that exceed a (noisy) threshold. The heavy lifting comes in the proof, which involves an intricate and clever case analysis to argue that the MG summary of two close inputs can only vary in a bounded way. Then, by relating the noise to this bound on deviation, differential privacy can be shown.

The implications of this result are powerful: we have a deeper understanding of this classical streaming algorithm, and a space-efficient technique to capture private frequency statistics of streams of data. Applications which process large volumes of data can form private representations based on the efficiently computable MG sketch.

The paper opens the door to further studies of questions at the intersection of streaming and privacy. What other practical and widely-used summaries can be made private by similar carefully calibrated noise addition? More broadly, what other models of computation can be made privacy-aware—in particular, computations that handle large volumes of data in support of “big data” and AI/ML workflows, and associated monitoring tasks? The nascent areas of federated analytics and federated learning in particular, which seek to support private evaluation of complex queries and modeling over distributed data, are ripe for making use of compact data summaries to minimize communication costs.

1. REFERENCES
Better Differentially Private Approximate Histograms and Heavy Hitters using the Misra-Gries Sketch

Christian Janos Lebeda
Basic Algorithms Research Copenhagen
IT University of Copenhagen
Copenhagen, Denmark
christian.j.lebeda@gmail.com

Jakub Téték
Basic Algorithms Research Copenhagen
University of Copenhagen
Copenhagen, Denmark
j.tetek@gmail.com

ABSTRACT
We consider the problem of computing differentially private approximate histograms and heavy hitters in a stream of elements. In the non-private setting, this is often done using the sketch of Misra and Gries [Science of Computer Programming, 1982]. Chan, Li, Shi, and Xu [PETS 2012] describe a differentially private version of the Misra-Gries sketch, but the amount of noise it adds can be large and scales linearly with the size of the sketch; the more accurate the sketch is, the more noise this approach has to add. We present a better mechanism for releasing a Misra-Gries sketch under \((\varepsilon, \delta)\)-differential privacy. It adds noise with magnitude independent of the size of the sketch; in fact, the maximum error coming from the noise is the same as the best known in the private non-streaming setting, up to a constant factor. Our mechanism is simple and likely to be practical. In the full version of the paper we also give a simple post-processing step of the Misra-Gries sketch that does not increase the worst-case error guarantee. It is sufficient to add noise to this new sketch with less than twice the magnitude of the non-streaming setting. This improves on the previous result for \(\varepsilon\)-differential privacy where the noise scales linearly to the size of the sketch.

1. INTRODUCTION
Computing the histogram of a dataset is one of the most fundamental tasks in data analysis. At the same time, releasing a histogram may present significant privacy issues. This makes the efficient computation of histograms under privacy constraints a fundamental algorithmic question. Notably, differential privacy has become in recent years the golden standard for privacy, giving formal mathematical privacy guarantees. It would thus be desirable to have an efficient way of (approximately) computing histograms under differential privacy.

Histories have been investigated thoroughly in the differentially private setting [1, 2, 7, 8, 10, 12, 14]. These algorithms start by computing the histogram exactly and they then add noise to ensure privacy. However, in practice, the amount of data is often so large that computing the histogram exactly would be impractical. This is, for example, the case when computing the histogram of high-volume streams such as when monitoring computer networks, online users, financial markets, and similar. In that case, we need an efficient streaming algorithm. Since the streaming algorithm would only compute the histogram approximately, the above-mentioned approach that first computes the exact histogram is infeasible. In practice, non-private approximate histograms are often computed using the Misra-Gries (MG) sketch [15]. The MG sketch of size \(k\) returns at most \(k\) items and their approximate frequencies \(\hat{f}\) such that \(f(x) \in [f(x) - n/(k+1), f(x)]\) for all elements \(x\) where \(f(x)\) is the true frequency and \(n\) is the length of the stream. This error is known to be optimal [5]. In this work, we develop a way of releasing a MG sketch in a differentially private way while adding only a small amount of noise. This allows us to efficiently and accurately compute approximate histograms in the streaming setting while not violating users’ privacy. This can then be used to solve the heavy hitters problem in a differentially private way. Our result improves upon the work of Chan, Li, Shi, and Xu [6] who also show a way of privately releasing the MG sketch, but who need a greater amount of noise; we discuss this below.

In general, the issue with making approximation algorithms differentially private is that although we may be approximating a function with low global sensitivity, the algorithm itself (or rather the function it implements) may have a much larger global sensitivity. This increases the amount of noise required to achieve privacy using standard techniques. We get around this issue by exploiting the structure of the difference between the MG sketches for neighboring inputs. This allows us to prove that the following simple mechanism ensures \((\varepsilon, \delta)\)-differential privacy: (1) We compute the Misra-Gries sketch, (2) we add to each counter independently noise distributed as \(\text{Laplace}(1/\varepsilon)\), (3) we add to all counters the same value, also distributed as \(\text{Laplace}(1/\varepsilon)\), (4) we remove all counters smaller than \(1 + 2\ln(3/\delta)/\varepsilon\). Specifically, we show that this algorithm satisfies the following guarantees:

**Theorem 11 (simplified).** The above algorithm is \((\varepsilon, \delta)\)-differentially private, uses \(2k\) words of space, and returns a frequency oracle \(\hat{f}\) with maximum error of \(n/(k+1) + O(\log(1/\delta)/\varepsilon)\) with high probability for \(\delta\) being sufficiently small.
A construction for a differentially private Misra-Gries sketch has been given before by Chan et al. [6]. However, the more accurate they want their sketch to be (and the bigger it is), their approach has to add more noise. The reason is that they directly rely on the global $\ell_1$-sensitivity of the sketch. Specifically, if the sketch has size $k$ (and thus error $n/(k+1)$ on a stream of $n$ elements), its global sensitivity is $k$, and they thus have to add noise of magnitude $k/\varepsilon$. Their mechanism ends up with an error of $O(k \log(d)/\varepsilon)$ for $\varepsilon$-differential privacy with $d$ being the universe size. This can be easily improved to $O(\sqrt{n \log(1/\delta)/\varepsilon})$ for $(\varepsilon, \delta)$-differential privacy with a thresholding technique similar to what we do in step (4) of our algorithm above. This also means that they cannot get more accurate than error $\Theta\left(\sqrt{n \log(1/\delta)/\varepsilon}\right)$, no matter what value of $k$ one chooses. We achieve that the biggest error, as compared to the values from the MG sketch, among all elements is $O(\log(1/\delta)/\varepsilon)$ assuming $\delta$ is sufficiently small (we show more detailed bounds including the mean squared errors in Theorem 11). This is the same as the best private solution that starts with an exact histogram [14]. In fact, for any mechanism that outputs at most $k$ heavy hitters there exists input with error at least $n/(k+1)$ in the streaming setting [5] and input with error at least $O(\log(\min(d,1/\delta))/\varepsilon)$ [2] under differential privacy.

In the full version of this paper, we also show how to achieve pure $\varepsilon$-differential privacy with error $n/(k+1) + O(\log(d)/\varepsilon)$. Therefore the error of our mechanisms is asymptotically optimal for approximate and pure differential privacy, respectively.

Chan et al. [6] use their differentially private Misra-Gries sketch as a subroutine for continual observation and combine sketches with an untrusted aggregator. Those settings are not a focus of our work but our algorithm can replace theirs as the subroutine, leading to better results also for those settings. However, the error from noise still increases linearly in the number of merges when the aggregator is untrusted. As a side note, we show that in the case of a trusted aggregator, the approach of [6] can handle merge operations without increasing error. While that approach adds significantly more noise than ours if we do not merge, it can with this improvement perform better when the number of merges is very large (at least proportional to the sketch size).

Another approach that can be used is to use a randomized frequency oracle to recover heavy hitters. However, it seems hard to do this with the optimal error size. In its most basic form [11, Appendix D], this approach needs noise of magnitude $\Theta(\log(d)/\varepsilon)$, even if we have a sketch with sensitivity 1 (the approach increases the sensitivity to $\log(d)$, necessitating the higher noise magnitude), leading to maximum error at least $\Omega(\log(k) \log(d)/\varepsilon)$. Bassily, Nissim, Stemmer, and Guha Thakurta [3] show a more involved approach which reduces the maximum error coming from the noise to $\Theta(\log(k) + \log(d)/\varepsilon)$, but at the cost of increasing the error coming from the sketch by a factor of $\log(d)$. This means that even if we had a sketch with error $\Theta(n/k)$ and sensitivity 1, neither of these two approaches would lead to optimal guarantees, unlike the algorithm we give in this paper.

See https://github.com/JakubTetek/Differentially-Private-Misra-Gries for sample implementations of the algorithms we present in this paper.

2. TECHNICAL OVERVIEW

Misra-Gries sketch. Since our approach depends on the properties of the MG sketch, we describe it here. Readers familiar with the MG sketch may wish to skip this paragraph.

We describe the standard version; in Section 5 we use a slight modification, but we do not need that here.

Suppose we receive a sequence of elements from some universe. At any time, we will be storing at most $k$ of these elements. Each stored item has an associated counter, other elements have implicitly their counter equal to 0. When we process an element, we do one of the following three updates: (1) if the element is being stored, increment its counter by 1, (2) if it is not being stored and the number of stored items is $< k$, store the element and set its counter to 1, (3) otherwise decrement all $k$ counters by 1 and remove those that reach 0. The exact guarantees on the output will not be important now, and we will discuss them in Section 5.

Our contributions. We now sketch how to release an MG sketch in a differentially private way.

Consider two neighboring data streams $S = (S_1, \cdots, S_n)$ and $S' = (S_1, \cdots, S_{i-1}, S_{i+1}, \cdots, S_n)$ for some $i \in [n]$. At step $i-1$, the state of the MG sketch on both inputs is exactly the same. $MG_S$ then receives the item $S_i$ while $MG_{S'}$ does not. This either increments one of the counters of $MG_S$ (possibly by adding an element and raising its counter from 0 to 1) or decrements all its counters. In $\ell_1$ distance, the vector of the counters thus changes by at most $k$. One can show by induction that this will stay this way: at any point in time, $\|MG_S - MG_{S'}\|_1 \leq k$. By a standard global sensitivity argument, one can achieve pure DP by adding noise of magnitude $k/\varepsilon$ to each count. This is the approach used in [6]. Similarly, we could achieve $(\varepsilon, \delta)$-DP by using the Gaussian mechanism [9] with noise magnitude proportional to the $\ell_2$-sensitivity, which is $\sup_{S'} \|MG_S - MG_{S'}\|_2 \leq \sqrt{k}$. We want to instead achieve noise with magnitude $O(1/\varepsilon)$ at each count. To this end, we need to exploit the structure of $MG_S - MG_{S'}$.

What we just described requires that we add the noise to the counts of all items in the universe, also to those that are not stored in the sketch. This results in the maximum error of all frequencies depending on the universe’s size, which we do not want. However, it is known that this can be easily solved under $(\varepsilon, \delta)$-differential privacy by only adding noise to the stored items and then removing values smaller than an appropriately chosen threshold [14]. This may introduce additional error – for this reason, we end up with error $O(\log(1/\delta)/\varepsilon)$. As this is a somewhat standard technique, we ignore this in this section, we assume that the sketches $MG_S$ and $MG_{S'}$ store the same set of elements; the thresholding allows us to remove this assumption, while allowing us to add noise only to the stored items, at the cost of only getting approximate DP.

We now focus on the structure of $MG_S - MG_{S'}$. After we add to $MG_S$ the element $S_i$, it either holds (1) that $MG_S - MG_{S'}$ is a vector of all 0’s and one 1 or (2) that $MG_S - MG_{S'} = -1^k$ (We use $1^k$ the denote the dimension $k$ vector of all ones). We show by induction that this will remain the case as more updates are done to the sketches (note that the remainders of the streams are the same). We do not sketch the proof here, as it is quite technical.
How do we use the structure of $MG − MG′$ to our advantage? We add noise twice. First, we independently add to each counter noise distributed as Laplace$(1/\varepsilon)$. Second, we add to all counters the same value, also distributed as Laplace$(1/\varepsilon)$. That is, we release $MG + \text{Laplace}(1/\varepsilon)^\otimes k$ and $\text{Laplace}(1/\varepsilon)^\otimes k$. (For $D$ being a distribution, we use $D^\otimes k$ to denote the $k$-dimensional distribution consisting of $k$ independent copies of $D$.) Intuitively speaking, the first noise hides the difference between $S$ and $S′$ in case (1) and the second noise hides the difference in case (2). We now sketch why this is so for worst constants: $2/\varepsilon$ in place of $1/\varepsilon$. When proving this formally, we use a more technical proof which leads to the better constant.

We now sketch why this is differentially private. Let $m_s$ be the mean of the counters in $MG$ for $S$ being an input stream. We may represent $MG$ as $(MG − m_sI_k, m_s)$ (note that there is a bijection between this representation and the original sketch). We now argue that the $\ell_1$-sensitivity of this representation is $< 2$ (treating the representation as a $(k + 1)$-dimensional vector for the sake of computing the $\ell_1$ distances). Consider the first case. In that case, the averages $m_s, m_{s'}$ differ by $1/k$. As such, $MG − m_sI^k$ and $MG − m_{s'}I^k$ differ by $1/k$ at $k − 1$ coordinates and by $1 − 1/k$ at one coordinate. The overall $\ell_1$ change of the representation is thus

$$(k − 1) \cdot \frac{1}{k} + (1 − 1/k) + 1/k = 2 − 1/k < 2.$$ 

Consider now the second case when $MG − MG′ = −I^k$. Thus, $MG − m_s = MG′ − m_{s′}$. At the same time $|m_s − m_{s′}| = 1$. This means that the $\ell_1$ distance between the representations is 1. Overall, the $\ell_1$-sensitivity of this representation is $< 2$.

This means that adding noise from Laplace$(2/\varepsilon)^\otimes k + 1$ to this representation of $MG$ will result in $\varepsilon$-differential privacy. The resulting value after adding the noise is $(MG − m_sI^k + \text{Laplace}(2/\varepsilon)^\otimes k, m_s + \text{Laplace}(2/\varepsilon))$. In the original vector representation of $MG$, this corresponds to $MG + \text{Laplace}(2/\varepsilon)^\otimes k + \text{Laplace}(2/\varepsilon)I^k$ and, by post-processing, releasing this value is also differentially private. But this is exactly the value we wanted to show is differentially private!

### 3. PRELIMINARIES

**Setup of this paper.** We use $U$ to denote a universe of elements. We assume that $U$ is a totally ordered set of size $d$. That is, $U = [d]$ where $[d] = \{1, \ldots, d\}$. Given a stream $S ∈ U^R$ we want to estimate the frequency in $S$ of each element of $U$. Our algorithm outputs a set $T ⊆ U$ of keys and a frequency estimate $c_i$ for all $i ∈ T$. The value $c_i$ is implicitly 0 for any $j ∉ T$. Let $f(x)$ denote the true frequency of $x$ in the stream $S$. Our goal is to minimize the largest error between $c_x$ and $f(x)$ among all $x ∈ U$.

**Differential privacy.** Differential privacy is a rigorous definition for describing the privacy loss of a randomized mechanism introduced by Dwork, McSherry, Nissim, and Smith [8]. Intuitively, differential privacy protects privacy by restricting how much the output distribution can change when replacing the input from one individual. This is captured by the definition of neighboring datasets. We use the add-remove neighborhood definition for differential privacy.

### Definition 1 (Neighboring Streams). Let $S$ be a stream of length $n$. Streams $S$ and $S'$ are neighboring denoted $S \sim S'$ if there exists an $i$ such that $S = (S'_1, \ldots, S'_{i−1}, S'_{i+1}, \ldots, S'_n)$ or $S' = (S_1, \ldots, S_i−1, S_{i+1}, \ldots, S_n)$.

### Definition 2 (Differential Privacy [9]). A randomized mechanism $M : U^R \rightarrow \mathbb{R}$ satisfies $(\varepsilon, \delta)$-differential privacy if and only if for all pairs of neighboring streams $S \sim S'$ and all measurable sets of outputs $Z ⊆ \mathbb{R}$ it holds that

$$\Pr[M(S) ∈ Z] ≤ e^\varepsilon \Pr[M(S') ∈ Z] + \delta.$$ 

The privacy guarantees are parameterized by the values $\varepsilon$ and $\delta$. Smaller values for these privacy parameters imply stronger privacy guarantees. Differential privacy gives us a trade-off between privacy and utility. If we require strong privacy guarantees we can lower the privacy parameters. However, doing so forces us to add more noise to the output.

Several other properties such as composition, group privacy, and closure under post-processing follow directly from the Definition 2. We refer to the book by Dwork and Roth [9] for a longer introduction to these concepts.

Samples from a Laplace distribution are used in many differentially private algorithms, most notably the Laplace mechanism [8]. We write Laplace$(b)$ to denote a random variable with a Laplace distribution with scale $b$ centered around $0$. We sometimes abuse notation and write Laplace$(b)$ to denote the value of a random variable drawn from the distribution. Our mechanism also works with other noise distributions. We briefly discuss this in Section 5.2.

### Definition 3 (Laplace distribution). The probability density and cumulative distribution functions of the Laplace distribution centered around $0$ with scale parameter $b$ are $f_b(x) = \frac{1}{2b}e^{-|x|/b}$ and $\Pr[\text{Laplace}(b) ≤ x] = \frac{1}{2}e^{x/b}$ if $x < 0$ and $1 − \frac{1}{2}e^{-x/b}$ for $x ≥ 0$.

### 4. RELATED WORK

Chau et al. [6] show that the global $\ell_1$-sensitivity of a Misra-Gries sketch is $\Delta_1 = k$. (They actually show that the sensitivity is $k + 1$ but they use a different definition of neighboring datasets that assumes $n$ is known. Applying their techniques under our definition yields sensitivity $k$.) They achieve privacy by adding noise with scale $k/\varepsilon$ to all elements in the universe and keep the top-$k$ noisy counts. This gives an expected maximum error of $O(k \log(d)/\varepsilon)$ for $\varepsilon$-DP for $d$ being the universe size. They use the algorithm as a subroutine for continual observation and merge sketches with an untrusted aggregator. Those settings are not a focus of our work but our algorithm can replace theirs as the subroutine.

Bohler and Kerschbaum [4] worked on differentially private heavy hitters with no trusted server by using secure multi-party computation. One of their algorithms adds noise to the counters of a Misra-Gries sketch. They avoid adding noise to all elements in the universe by removing noisy counts below a threshold which adds an error of $O(\log(1/\delta)/\varepsilon)$. This is a useful technique for hiding differences in keys between neighboring sketches that removes the dependency on $d$ in the error. Unfortunately, as we explain in the full version of our paper, their mechanism uses the wrong sensitivity. The sensitivity of the sketch is $k$. If the magnitude of noise and the threshold are increased accordingly the error of their approach is $O(k \log(k/\delta)/\varepsilon)$. 
A closely related problem is that of implementing frequency oracles in the streaming setting under differential privacy. This has been studied in e.g. [11,16,17]. These approaches do not directly return the heavy hitters. The simplest approach for finding the heavy hitters is to iterate over the universe which might be infeasible. However, there are constructions for finding heavy hitters with frequency oracles more efficiently (see Bassily et al. [3]). However, as we discussed in the introduction, the approach of [3] leads to worse maximum error than what we get unless the sketch size is very large and the universe size is small.

5. DIFFERENTIALLY PRIVATE MISRA-GRIES SKETCH

In this section, we present our algorithm for privately releasing Misra-Gries sketches. We first present our variant of the non-private Misra-Gries sketch in Algorithm 1 and later show how we add noise to achieve $(\varepsilon, \delta)$-differential privacy. The algorithm we use differs slightly from most implementations of MG in that we do not remove elements that have weight 0 until we need to re-use the counter. This will allow us to achieve privacy with slightly lower error.

At all times, $k$ counters are stored as key-value pairs. We initialize the sketch with dummy keys that are not part of $\mathcal{U}$. This guarantees that we never output any elements that are not part of the stream, assuming we remove the dummy counters as post-processing.

The algorithm processes the elements of the stream one at a time. At each step one of three updates is performed: (1) If the next element of the stream is already stored the counter is incremented by 1. (2) If there is no counter for the element and all $k$ counters have a value of at least 1 they are all decremented by 1. (3) Otherwise, one of the elements with a count of zero is replaced by the new element.

In case (3) we always remove the smallest element with a count of zero. This allows us to limit the number of keys that differ between sketches for neighboring streams as shown in Lemma 5. The choice of removing the minimum element is arbitrary but the order of removal must be independent of the stream so that it is consistent between neighboring datasets. The limit on differing keys allows us to obtain a slightly lower error for our private mechanism. However, it is still possible to apply our mechanism with standard implementations of MG. We discuss this in Section 5.1.

Algorithm 1: Misra-Gries (MG)

```
Input: Positive integer $k$ and stream $S \in \mathcal{U}^n$
1 $T \leftarrow \{d + 1, \ldots, d + k\}$ // Start with $k$ dummy counters
2 $c_i \leftarrow 0$ for all $i \in T$
3 foreach $x \in S$ do
4   if $x \in T$ then // Branch 1
5     $c_x \leftarrow c_x + 1$
6   else if $c_i \geq 1$ for all $i \in T$ then // Branch 2
7     $c_i \leftarrow c_i - 1$ for all $i \in T$
8   else // Branch 3
9     Let $y \in T$ be the smallest key satisfying $c_y = 0$
10    $T \leftarrow (T \cup \{x\}) \setminus \{y\}$
11    $c_y \leftarrow 1$
12 return $T, c$
```

The same guarantees about correctness hold for our version of the MG sketch, as for the original version. This can be easily shown, as the original version only differs in that it immediately removes any key whose counter is zero. Since the counters for items not in the sketch are implicitly zero, one can see by induction that the estimated frequencies by our version are exactly the same as those in the original version. We still need this modified version, as the set of keys it stores is different from the original version, which we use below. The fact that the returned estimates are the same however allows us to use the following fact

**Fact 4** (Bose et al. [5]). Let $f(x)$ be the frequency estimates given by an MG sketch of size $k$ for $n$ being the input size. Then for all $x \in \mathcal{U}$, it holds $f(x) \in [f(x) - n/(k + 1), f(x)]$, where $f(x)$ is the true frequency of $x$.

Note that this is optimal for any mechanism that returns a set of at most $k$ elements. This is easy to see for an input stream that contains $k + 1$ distinct elements each with frequency $n/(k + 1)$ since at least one element must be removed.

We now analyze the value of $MG_{S} - MG_{S'}$ for $S, S'$ being neighboring inputs (recall Definition 1). We will then use this in order to prove privacy. As mentioned in Section 4, Chan et al. [6] showed that the $L_1$-sensitivity for Misra-Gries sketches is $k$. They show that this holds after processing the element that differs for neighboring streams and use induction to show that it holds for the remaining stream. Our analysis follows a similar structure. We expand on their result by showing that the sets of stored elements for neighboring inputs differ by at most two elements when using our variant of Misra-Gries. We then show how all this can be used to get differential privacy with only a small amount of noise.

**Lemma 5.** Let $T, c \leftarrow MG(k, S)$ and $T', c' \leftarrow MG(k, S')$ be the outputs of Algorithm 1 on a pair of neighboring streams $S \sim S'$ such that $S'$ is obtained by removing an element from $S$. Then $|T \cap T'| \geq k - 2$ and all counters not in the intersection have a value of at most 1. Moreover, it holds that either (1) $c_i = c'_i - 1$ for all $i \in T'$ and $c_i = 0$ for all $j \notin T'$ or (2) there exists an $i \in T$ such that $c_i = c'_i + 1$ and $c_j = c'_j$ for all $j \neq i$.

**Proof.** We sketch here the proof of the lemma. The full proof is in the full version of the paper.

Let $x = S_i$ be the element in stream $S$ which is not in stream $S'$. Since the streams are identical in the first $i - 1$ steps the sketches are clearly the same before step $i$. If there is no counter for $x$ in the sketch and all $k$ counters have a non-zero value we execute Branch 2 of Algorithm 1. The difference between the MG sketches for $S$ and $S'$ then corresponds to case (1) of the lemma. If there is a counter for $x$ we execute Branch 1 of Algorithm 1. Finally, if there is no counter for $x$ and at least one counter with weight 0 we execute Branch 3 of Algorithm 1. After executing either Branch 1 or 3 the difference between the MG sketches corresponds to case (2) of the lemma. In the full proof we restrict the difference between the two sketches to one of six states that all fall under either case (1) or (2). We show that if we are in one of the states at step $j$ we will be in one of the states at step $j + 1$ using a comprehensive case-by-case analysis. Since the difference between the sketches is in one of the states after step $i$ the lemma holds by induction.
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Next, we consider how to add noise to release the Misra-Gries sketch under differential privacy. Recall that Chan et al. [6] achieves privacy by adding noise to each counter which scales with $k$. We avoid this by utilizing the structure of sketches for neighboring streams shown in Lemma 5. We sample noise from Laplace$(1/\varepsilon)$ independently for each counter, but we also sample one more random variable from the same distribution which is added to all counters. Small values are then discarded using a threshold to hide differences in the sets of stored keys between neighboring inputs. This is similar to the technique used by e.g. [14]. The algorithm takes the output from MG as input. We sometimes write PMG$(k, S)$ as a shorthand for PMG$(\text{MG}(k, S))$.

Algorithm 2: Private Misra-Gries (PMG)

Parameters $\varepsilon, \delta > 0$

Input : Output from Algorithm 1: $T, c \leftarrow \text{MG}(k, S)$

1. $\hat{T} \leftarrow \emptyset$
2. Sample $\eta \sim \text{Laplace}(1/\varepsilon)$
3. foreach $x \in T$ do
   4. $c_x \leftarrow c_x + \eta + \text{Laplace}(1/\varepsilon)$
   5. if $c_x \geq 1 + 2 \ln(3/\delta)/\varepsilon$ then
      6. $\hat{T} \leftarrow \hat{T} \cup \{x\}$
   7. $\hat{c}_x \leftarrow c_x$
8. return $\hat{T}, \hat{c}$

We prove the privacy guarantees in three steps. First, we show that changing either a single counter or all counters by 1 does not change the output distribution significantly (Corollary 7). This assumes that, for neighboring inputs, the set of stored elements is exactly the same. By Lemma 5, we have that the difference between the sets of stored keys is small and the corresponding counters are $\leq 1$. Relying on the thresholding, we bound the probability of outputting one of these keys (Lemma 8). Finally, we combine these two lemmas to show that the privacy guarantees hold for all cases (we do this in Lemma 9).

Lemma 6. Let us have $x, x' \in \mathbb{R}^k$ such that one of the following three cases holds

1. $\exists i \in [k]$ such that $|x_i - x'_i| = 1$ and $x_j = x'_j$ for all $j \neq i$.
2. $x_i = x'_i$ for all $i \in [k]$.
3. $x_i = x'_i$ for all $i \in [k]$.

Then we have for any measurable set $Z$ that

$$\Pr[x + \text{Laplace}(1/\varepsilon)^\otimes k + \text{Laplace}(1/\varepsilon)1^k \in Z] \leq e^\varepsilon \Pr[x' + \text{Laplace}(1/\varepsilon)^\otimes k + \text{Laplace}(1/\varepsilon)1^k \in Z]$$

Proof. For the sake of brevity, we let $L = \text{Laplace}(1/\varepsilon)$. Throughout the proof, we construct sets by applying a translation to all elements of another set. That is, for any $\phi \in \mathbb{R}^k$ and measurable set $Z$ we define $Z - \phi = \{a \in \mathbb{R}^k | a + \phi \in Z\}$. We first focus on the simpler case (1). It holds by the law of total expectation that

$$\Pr[x + L\otimes k + L1^k \in Z] =$$

$$\mathbb{E}_{N \sim L}[\Pr[L\otimes k \in Z - x - N1^k|N]] \leq$$

$$e^\varepsilon \mathbb{E}_{N \sim L}[\Pr[L\otimes k \in Z - x' - N1^k|N]] =$$

$$e^\varepsilon \Pr[x' + L\otimes k + L1^k \in Z]$$

where to prove the inequality, we used that for any measurable set $A$, it holds

$$\Pr[L\otimes k \in A] \leq e^\varepsilon \Pr[L\otimes k \in A - \phi]$$

for any $\phi \in \mathbb{R}^k$ with $\|\phi\|_1 \leq 1$ (see [8]). Specifically, we have set $A = Z - x - N1^k$ and $\phi = x - x'$ such that $\|\phi\|_1 = 1$.

We now focus on the cases (2), (3). We will prove below that for $x, x'$ satisfying one of the conditions (2), (3) and for any measurable $A, Z$ and $N_1 \sim L\otimes k$, it holds

$$\Pr[x + N_1 + L1^k \in Z|N_1 \in A] \leq e^\varepsilon \Pr[x' + N_1 + L1^k \in Z|N_1 \in A]$$

This allows us to argue like above:

$$\Pr[x + L\otimes k + L1^k \in Z] =$$

$$\mathbb{E}_{N_1 \sim L\otimes k}[\Pr[x + N_1 + L1^k \in Z|N_1]] \leq$$

$$e^\varepsilon \mathbb{E}_{N_1 \sim L\otimes k}[\Pr[x' + N_1 + L1^k \in Z|N_1]] =$$

$$e^\varepsilon \Pr[x' + L\otimes k + L1^k \in Z]$$

which would conclude the proof. Let $g : \mathbb{R} \to \mathbb{R}^k$ be the function $g(a) = a1^k$ and define $g^{-1}(B) = \{a \in \mathbb{R}|g(a) \in B\}$ and note that $g$ is measurable. We focus on the case (2); the same argument works for (3) as we discuss below. It holds

$$\Pr[x + N_1 + L1^k \in Z|N_1 \in A] =$$

$$\Pr[L1^k \in Z - x - N_1|N_1 \in A] =$$

$$\Pr[L \in g^{-1}(Z - x - N_1)|N_1 \in A] =$$

$$\Pr[L \in g^{-1}(Z - x' - N_1)\setminus\{N_1\} |N_1 \in A] =$$

$$e^\varepsilon \Pr[L1^k \in Z - x' - N_1|N_1 \in A] =$$

$$e^\varepsilon \Pr[L1^k \in Z - x' - N_1|N_1 \in A] =$$

$$e^\varepsilon \Pr[x' + N_1 + L1^k \in Z|N_1 \in A]$$

To prove the inequality, we again used the standard result that for any measurable $A, \Pr[L \in A] \leq e^\varepsilon \Pr[L \in A - 1]$ holds. The same holds for $\hat{A} + 1$; this allows us to use the exact same argument in case (3), in which the proof is the same except that $-1$ on lines 4.5 of the manipulations is replaced by $+1$.

Corollary 7. Let $T, c$ and $T', c'$ be two sketches such that $T = T'$ and one of following holds:

1. $\exists i \in T$ such that $|c_i - c'_i| = 1$ and $c_j = c'_j$ for all $j \neq i$.
2. $c_i = c'_i - 1$ for all $i \in T$.
3. $c_i = c'_i + 1$ for all $i \in T$.

Then for any measurable set of outputs $Z$, we have:

$$\Pr[\text{PMG}(T, c) \in Z] \leq e^\varepsilon \Pr[\text{PMG}(T', c') \in Z]$$
Proof. Consider first a modified algorithm $PMG'$ that does not perform the thresholding: that is, if we remove the condition on line 5. It can be easily seen that $PMG'$ only takes the vector $c$ and releases $c + \text{Laplace}(1/\epsilon) \oplus k + \text{Laplace}(1/\epsilon) \oplus 1$. We have just shown in Lemma 6 that this means that for any measurable $Z'$,

$$\Pr[PMG'(T, c) \in Z'] \leq e^\epsilon \Pr[PMG'(T', c') \in Z'].$$

Let $\tau(x) = x$ for $x \geq 1 + 2 \ln(3/\delta)/\epsilon$ and 0 otherwise. Since $PMG(T, c) = \tau(\text{PMG}'(T, c))$, it then holds

$$\Pr[PMG(T, c) \in Z] \leq e^\epsilon \Pr[PMG'(T, c) \in \tau^{-1}(Z)] \leq e^\epsilon \Pr[PMG'(T, c') \in \tau^{-1}(Z)] = e^\epsilon \Pr[PMG'(T', c') \in Z]$$

as we wanted to show.

Next, we bound the effect on the output distribution from keys that differ between sketched by $\delta$.

**Lemma 8.** Let $T, c$ and $T', c'$ be two sketches of size $k$ and let $T = T \cap T'$. If we have that $|T| \geq k - 2$, $c_i = c_i'$ for all $i \in T$, and for all $x \notin T$, it holds $c_x, c_x' \leq 1$. Then for any measurable set $Z$, it holds

$$\Pr[PMG(T, c) \in Z] \leq \Pr[PMG(T', c') \in Z] + \delta$$

**Proof.** Let $PMG(T, c)$ denote a mechanism that executes $PMG(T, c)$ and performs post-processing by discarding any elements not in $T$. It is easy to see that (a) $Pr[PMG'(T, c) \in Z] = Pr[PMG'(T', c') \in Z]$ since the input sketches are identical for all elements in $T$. Moreover, for any output $\hat{T}, \hat{c}$ receives $PMG(T, c)$ for which $T \subseteq \hat{T}$, the post-processing does not affect the output. This gives us the following inequalities:

(b) $Pr[PMG(T, c) \in Z] \leq Pr[PMG(T', c') \in Z] + Pr[\hat{T} \not\subseteq T]$ and (c) $Pr[PMG(T', c') \in Z] \leq Pr[PMG(T', c') \in Z] + Pr[\hat{T} \not\subseteq T]$. Combining equations (a) and (c), we get the inequality $Pr[PMG(T, c) \in Z] \leq Pr[PMG(T', c') \in Z] + Pr[\hat{T} \not\subseteq T]$.

As such, the Lemma holds if $Pr[\hat{T} \not\subseteq T] + Pr[\hat{T} \not\subseteq T] \leq \delta$. That is, it suffices to prove that with probability at most $\delta$ any noisy count for elements not in $T$ is at least $1 + 2 \ln(3/\delta)/\epsilon$. The noisy count for such a key can only exceed the threshold if one of the two noise samples added to the key is at least $\ln(3/\delta)/\epsilon$. From Definition 3 we have $Pr[\text{Laplace}(1/\epsilon) \geq \ln(3/\delta)/\epsilon] = \delta/6$. There are at most 4 keys not in $T$ which are in $T \cup T'$ and therefore at most 6 noise samples affect the probability of outputting such a key (the 4 individual Laplace noise samples and the 2 global Laplace noise samples, one for each sketch). By a union bound the probability that any of these samples exceeds $\ln(3/\delta)/\epsilon$ is at most $\delta$.

We are now ready to prove the privacy guarantee of Algorithm 2.

**Lemma 9.** Algorithm 2 is $(\epsilon, \delta)$-differentially private for any $k$.

**Proof.** The Lemma holds if and only if for any pair of neighboring streams $T, T'$ and any measurable set $Z$ we have

$$\Pr[PMG(T, c) \in Z] \leq e^\epsilon \Pr[PMG(T', c') \in Z] + \delta,$$

where $T, c \leftarrow MG(k, S)$ and $T', c' \leftarrow MG(k, S')$ denotes the non-private sketches for each stream.

We prove the guarantee above using an intermediate sketch that “lies between” $T, c$ and $T', c'$. The sketch has support $T'$ and we denote the counters as $\tilde{c}$. By Lemma 5, we know that $|T \cap T'| \geq k - 2$ and all counters in $c$ and not in $T \cap T'$ are at most 1. We will now come up with some conditions on $\tilde{c}$ such that if these conditions hold, the lemma follows. We will then prove the existence of such $\tilde{c}$ below. Assume that $\tilde{c}_i = c_i$ for all $i \in T \cap T'$ and $\tilde{c}_j \leq 1$ for all $j \in T \setminus T$. Lemma 8 then tells us that

$$\Pr[PMG(T, c) \in Z] \leq \Pr[PMG(T', c') \in Z] + \delta.$$

Assume also that one of the required cases for Corollary 7 holds between $\tilde{c}$ and $c'$. We have

$$\Pr[PMG(T', c) \in Z] \leq e^\epsilon \Pr[PMG(T', c') \in Z].$$

Therefore, if such a sketch $T', c'$ exists for all $S$ and $S'$ the lemma holds since

$$\Pr[PMG(T, c) \in Z] \leq \Pr[PMG(T', c') \in Z] + \delta \leq e^\epsilon \Pr[PMG(T', c') \in Z] + \delta.$$

It remains to prove the existence of $\tilde{c}$ such that $\tilde{c}_i = c_i$ for all $i \in T \cap T'$ and $\tilde{c}_j \leq 1$ for all $j \notin T \setminus T$ and such that one of the conditions (1)–(3) of Corollary 7 holds between $\tilde{c}$ and $c'$. We first consider neighboring streams where $S'$ is obtained by removing an element from $S$. From Lemma 5 we have two cases to consider. If $c_i = c_i' - 1$ for all $i \in T'$ we simply set $\tilde{c} = c$. Recall that we implicitly have $c_i = 0$ for $i \notin T$. Therefore the sketch satisfies the two conditions above since $\tilde{c}_i = c_i$ for all $i \in U$ and condition (2) of Corollary 7 holds. In the other case where $c_i = c_i' + 1$ for exactly one $i \in T'$ there are two possibilities. If $i \notin T'$ we again set $\tilde{c} = c$. When $i \in T'$ there must exist at least one element $j \in T'$ such that $\tilde{c}_j = 0$ and $j \notin T$. We set $\tilde{c}_j = 1$ and $\tilde{c}_j = c_j'$ for all $j \neq i$. In both cases $\tilde{c}_i = c_i$ for all $i \in T \cap T'$ and $\tilde{c}_j$ is at most one for $j \notin T$. There is exactly one element with a higher count in $\tilde{c}$ than $c'$ which means that condition (1) of Corollary 7 holds.

If $S$ is obtained by removing an element from $S'$ the cases from Lemma 5 are flipped. If $c_i - 1 = c_i'$ for all $i \in T$ and $c_j' = 0$ for $j \notin T$ we set $\tilde{c}_i = c_i$ if $i \in T$ and $\tilde{c}_j = 1$ otherwise. It clearly holds that $\tilde{c}_i = c_i$ for all $i \in T \cap T'$ and $\tilde{c}_j \leq 1$ for all $j \notin T$. Since $\tilde{c}_i = c_i' + 1$ for all $i \in T'$ condition (3) of Corollary 7 holds. Finally, if $c_i + 1 = c_i'$ for exactly one $i \in T'$ we simply set $\tilde{c} = c$. $\tilde{c}_i = c_i$ clearly holds for all $i \in T \cap T'$, $\tilde{c}_i = 0$ for all $j \notin T$, and condition (1) of Corollary 7 holds between $\tilde{c}$ and $c'$.

Next, we analyze the error compared to the non-private sketch. We state the error in terms of the largest error among all elements of the sketch. Recall that we implicitly say that the count is zero for any element not in the sketch.

**Lemma 10.** Let $\hat{T}, \hat{c} \leftarrow PMG(T, c)$ denote the output of Algorithm 2 for any sketch $T, c$ with $|T| = k$. Then with probability at least $1 - \beta$ we have

$$\hat{c}_x \in \left\{ c_x - \frac{2 \ln(\frac{k + 1}{\epsilon})}{\epsilon} - 1 - \frac{2 \ln(3/\delta)}{\epsilon}, c_x + \frac{2 \ln(\frac{k + 1}{\epsilon})}{\epsilon} \right\}$$

for all $x \in T$ and $\hat{c}_x = 0$ for all $x \notin T$.

**Proof.** The two sources of error are the noise samples and the thresholding step. We begin with a simple bound on the absolute value of the Laplace distribution.
\[
\text{Pr}\left[ |\text{Laplace}(1/\varepsilon)| \geq \frac{\ln((k+1)/\beta)}{\varepsilon} \right] = 2 \cdot \text{Pr}\left[ \text{Laplace}(1/\varepsilon) \leq -\frac{\ln((k+1)/\beta)}{\varepsilon} \right] = \beta/(k+1) .
\]

Since \(k+1\) samples are drawn we know by a union bound that the absolute value of all samples is bounded by \(\ln((k+1)/\beta)/\varepsilon\) with probability at least \(1-\beta\). As such the absolute error from the Laplace samples is at most \(2\ln((k+1)/\beta)/\varepsilon\) for all \(x \in T\) since two samples are added to each count. Removing noisy counts below the threshold potentially adds an additional error of at most \(1 + 2\ln(3/\delta)/\varepsilon\). It is easy to see that \(\hat{c}_x = 0\) for all \(x \notin T\) since the algorithm never outputs any such elements.

**Theorem 11.** PMG(\(k, S\)) satisfies \((\varepsilon, \delta)\)-differential privacy. Let \(f(x)\) denote the frequency of any element \(x \in U\) in \(S\) and let \(\hat{f}(x)\) denote the estimated frequency of \(x\) from the output of PMG(\(k, S\)). For any \(x\) with \(f(x) = 0\) we have \(\hat{f}(x) = 0\) and with probability at least \(1 - \beta\) we have for all \(x \in U\) that
\[
\hat{f}(x) \in \left[ f(x) - \frac{2\ln\left(\frac{k+1}{\varepsilon}\right)}{\varepsilon} - 1 - \frac{2\ln(3/\delta)}{\varepsilon} \frac{|S|}{k+1}, f(x) + \frac{2\ln\left(\frac{k+1}{\varepsilon}\right)}{\varepsilon} \right].
\]

Moreover, the algorithm outputs all \(x\), such that \(\hat{f}(x) > 0\) and there are at most \(k\) such elements. PMG(\(k, S\)) uses \(2k\) words of memory. For any fixed \(x \in U\), the mean squared error is \(\mathbb{E}[(\hat{f}(x) - f(x))^2] \leq 3 \left(1 + \frac{2 + 2\ln(3/\delta)}{\varepsilon^2} + \frac{3|S|}{k+1}\right)\).

**Proof.** The space complexity is clearly as claimed, as we are storing at any time at most \(k\) items and counters. We focus on proving privacy and correctness.

If \(f(x) = 0\) we know that \(x \notin T\) where \(T\) is the keyset after running Algorithm 1. Since Algorithm 2 outputs a subset of \(T\) we have \(f(x) = 0\). The first part of the Theorem follows directly from Fact 4 and Lemmas 9 and 10.

We now bound the mean squared error. There are three sources of error. Let \(r_1\) be the error coming from the Laplace noise, \(r_2\) from the thresholding, and \(r_3\) the error made by the MG sketch. Then
\[
\mathbb{E}[(\hat{f}(x) - f(x))^2] = \mathbb{E}[r_1^2 + r_2^2 + r_3^2] \leq 3(\mathbb{E}[r_1^2] + \mathbb{E}[r_2^2] + \mathbb{E}[r_3^2])
\]
by equivalence of norms (for any dimension \(n\) vector \(v\), \(|v|_2 \leq \sqrt{n}|v|_2\)). The errors \(r_2, r_3\) are deterministically bounded \(r_2 \leq 1 + 2\ln(3/\delta)/\varepsilon\) and \(r_3 \leq |S|/(k+1)\). \(\mathbb{E}[r_1^2]\) is the variance of the Laplace noise; we added two independent noises each with scale \(1/\varepsilon\) and thus variance \(2/\varepsilon^2\) for a total variance of \(4/\varepsilon^2\). This finishes the proof.

### 5.1 Privatizing standard versions of MG

The privacy of our mechanism as presented in Algorithm 2 relies on our variant of the Misra-Gries algorithm. Our sketch can contain elements with a count of zero. However, elements with a count of zero are removed in the standard version of the sketch. As such, sketches for neighboring datasets can differ for up to \(k\) keys if one sketch stores \(k\) elements with a count of 1 and the other sketch is empty. It is easy to change Algorithm 2 to handle these implementations. We simply increase the threshold to \(1 + 2\ln\left(\frac{3k+1}{\varepsilon^2}\right)/\varepsilon\) since the probability of outputting any of the \(k\) elements with a count of 1 is bounded by \(\delta\).

### 5.2 Tips for practitioners

Here we discuss some technical details to keep in mind when implementing our mechanism.

The output of the Misra-Gries algorithm is an associative array. In Algorithm 2 we add appropriate noise such that the associative array can be released under differential privacy. However, for some implementations of associative arrays such as hash tables the order in which keys are added affects the data structure. Using such an implementation naively violates differential privacy but it is easily solved either by outputting a random permutation of the key-value pairs or using a fixed order e.g. sorted by key.

We present our mechanism with noise sampled from the Laplace distribution. However, the distribution is defined for real numbers which cannot be represented on a finite computer. This is a known challenge and precision-based attacks still exist on popular implementations [13]. Since the output of MG is discrete the distribution can be replaced by the Geometric mechanism [12] or one of the alternatives introduced in [2]. Our mechanism would still satisfy differential privacy but it might be necessary to change the threshold in Algorithm 2 slightly to ensure that Lemma 8 still holds. Our proof of Lemma 8 works for the Geometric mechanism from [12] when increasing the threshold to \(1 + 2\ln(6e)/(\varepsilon^2 + 13)/\varepsilon\).

Lastly, it is worth noting that the analysis for Lemma 8 is not tight. We bound the probability of outputting a small key by bounding the value of all relevant samples by \(\ln(3/\delta)/\varepsilon\) which is sufficient to guarantee that the sum of any two samples does not exceed \(2\ln(3/\delta)/\varepsilon\). This simplifies the proof and presentation significantly however one sample could exceed \(\ln(3/\delta)/\varepsilon\) without any pair of samples exceeding \(2\ln(3/\delta)/\varepsilon\). A tighter analysis would improve the constant slightly which might matter for practical applications.

### 6. PRIVATIZING MERGED SKETCHES

In practice, it is often important that we may merge sketches. This is for example commonly used when we have a dataset distributed over many servers. Each dataset consists of multiple streams in this setting, and we want to compute an aggregated sketch over all streams. We say that datasets are neighboring if we can obtain one from the other by removing a single element from one of the streams. If the aggregator is untrusted we must add noise to each sketch before performing any merges. This is the setting in [6] and we can run their merging algorithm. However, since we add noise to each sketch the error scales with the number of sketches. In particular, the error from the thresholding step of Algorithm 2 scales linearly in the number of sketches for worst-case input. In the full version of the paper we show how we can sometimes achieve smaller error in the setting where aggregators are trusted.
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Among the ways a database management system adds value, is the transaction abstraction, where the application coder can group together multiple data accesses that collectively perform one meaningful real-world activity. The platform will provide the “ACID” properties (atomic, consistent, isolated and durable) so the whole transaction happens like a single event. The mechanisms that allow this appearance include crash recovery and rollback (usually based on log entries) and concurrency control (typically involving locks).

To capture the essential goal of concurrency control, we consider whether a given execution of the system is “serializable”, which means that there is another execution which is not-interleaved at all, and has the same outcome for both final state of the data, and the values observed in each transaction. In a serializable execution, any integrity property is guaranteed to hold at the end, even if it is not explicitly enforced by the platform, as long as each program running alone would preserve that integrity. The ideal is that every execution of the platform will be serializable.

An early mechanism for concurrency control was 2-Phase Locking, based on an update-in-place approach to data, and taking exclusive locks (for data modification) or shareable locks (for reads) and holding them till the end of the transaction. Many recent platforms instead use multiversion mechanisms where some accesses work on an older version of a data item, rather than the latest version; this can allow better performance because a read might proceed even before a concurrent writer has completed.

From early days of database technology, platforms have offered in the API a command that the application can invoke to SET TRANSACTION ISOLATION LEVEL to SERIALIZABLE, REPEATABLE READ, or READ COMMITTED. Gray et al [1] introduced Read Committed isolation as a variation on locking where sharable locks are held only during a read access, rather than till the end of the transaction as in traditional serializable 2-Phase Locking. Doing this may improve performance, but the data integrity could be at risk. There are also variations on multi-version concurrency control which give less isolation than serializability, though the system behaviors allowed at a given level are not exactly the same as what happens with the traditional locking-based ways.
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ABSTRACT

A serializable concurrency control mechanism ensures consistency for OLTP systems at the expense of a reduced transaction throughput. A DBMS therefore usually offers the possibility to allocate lower isolation levels for some transactions when it is safe to do so. However, such trading of consistency for efficiency does not come with any safety guarantees. In this paper, we study the mixed robustness problem which asks whether, for a given set of transactions and a given allocation of isolation levels, every possible interleaved execution of those transactions that is allowed under the provided allocation is always serializable. That is, whether the given allocation is indeed safe. While robustness has already been studied in the literature for the homogeneous setting where all transactions are allocated the same isolation level, the heterogeneous setting that we consider in this paper, despite its practical relevance, has largely been ignored. We focus on multiversion concurrency control and consider the isolation levels that are available in PostgreSQL and Oracle: read committed (RC), snapshot isolation (SI) and serializable snapshot isolation (SSI). We show that the mixed robustness problem can be decided in polynomial time. In addition, we provide a polynomial time algorithm for computing the optimal robust allocation for a given set of transactions, prioritizing lower over higher isolation levels.

The present results therefore establish the groundwork to automate isolation level allocation within existing databases supporting multiversion concurrency control.

1. INTRODUCTION

The majority of relational database systems offer a range of isolation levels, the highest of which is serializability ensuring what is considered as perfect isolation. This allows users to trade off isolation guarantees for better performance. Executing transactions concurrently at weaker degrees of isolation does carry some risk as it can result in specific anomalies. However, there are situations when a group of transactions can be executed at an isolation level lower than serializability without causing any errors. In this way, we get the higher isolation guarantees of serializability for free in exchange for a lower isolation level, which is typically implementable with a less expensive concurrency control mechanism. This formal property is called robustness [13, 19, 20]: a set of transactions Τ is called robust against a given isolation level if every possible interleaving of the transactions in Τ that is allowed under the specified isolation level is serializable. There is a famous example that is part of database folklore: the TPC-C benchmark [24] is robust against Snapshot Isolation (SI), so there is no need to run a stronger, and more expensive, concurrency control algorithm than SI if the workload is just TPC-C. This has played a role in the incorrect choice of SI as the general concurrency control algorithm for isolation level Serializable in Oracle and PostgreSQL (before version 9.1, cf. [20]).

The robustness problem received quite a bit of attention in the literature and can be classified in terms of the considered isolation levels: lower isolation levels like (multiversion) Read Committed (RC) [6,22,25,26], Snapshot Isolation (SI) [4,10,19,20], and higher isolation levels [11,13,16,18]. The far majority of this work focused on a homogeneous setting where all transactions are allocated the same isolation level. So, when a workload is robust against an isolation level, all transactions can be executed under this isolation level and benefit from the speedup offered by the cheaper concurrency control algorithm and the guarantee that the resulting execution will always be serializable. When a workload is not robust against an isolation level, robustness can still be achieved by modifying the transaction programs [3–6,20,25] or using an external lock manager [3,6,7]. The downside of these solutions is that they require altering transactions or require drastic changes to the underlying database implementation.

In this paper, we are interested in solutions that refrain from modifying transactions and can be readily used on top of a DBMS without changing any of the database internals. The solution lies within the capabilities of the DBMS itself. Indeed, in practice, an isolation level is not set on the level of the database or even the application but can be specified on the level of an individual transaction. So, a third option for making a transaction workload robust is to allocate problematic transactions to higher isolation levels. That is, by considering heterogeneous or mixed allocations where individual transactions can be mapped to different isolation levels, the highest of which is serializability en-
isolation levels. Such an approach requires a solution for two research challenges as discussed next: the robustness problem and the allocation problem. To this end, let $\mathcal{T}$ be a set of transactions, $\mathcal{I}$ a class of isolation levels and $\mathcal{A}$ an allocation (mapping each $T \in \mathcal{T}$ to an isolation level in $\mathcal{I}$). Then define the following problems:

- **The robustness problem for $\mathcal{I}$**: Is every concurrent execution of transactions in $\mathcal{T}$ that is allowed under $\mathcal{A}$ conflict-serializable?

- **The allocation problem for $\mathcal{I}$**: Compute an optimal robust allocation for $\mathcal{T}$ over $\mathcal{I}$ (when it exists).

In order to increase transaction throughput, weaker isolation levels, which are often less strict and permit higher concurrency, are favored over stricter isolation levels which generally limit concurrency. We then say that a robust allocation is *optimal* when no higher isolation level can be exchanged for a weaker one without breaking robustness. A seminal result in this context is that of Fekete [19] who provided polynomial time algorithms for the robustness and the allocation problem for the setting where $\mathcal{I}$ consists of the isolation levels SI and strict two-phase locking (S2PL). More specifically, when $\mathcal{T}$ is not robust against SI, a minimal number of transactions can be found that need to be run under S2PL to make the workload robust.

In the present work, we address the robustness and allocation problem for a wider range of isolation levels: RC, SI, and Serializable Snapshot Isolation (SSI) [14, 23]. These classes are particularly relevant for the following reasons: RC is often configured by default [9]; SI remains the highest possible isolation level in some database systems like Oracle and is well-studied (e.g., [4, 10, 13, 16–21]; and, SSI effectively guarantees serializability. Furthermore, (RC, SI, SSI) is the class of isolation levels available in Postgres, while (RC, SI) are those available in Oracle. We see our results as a significant step towards automating isolation level allocation on top of existing databases. Indeed, we obtain that for (RC, SI, SSI) an optimal robust allocation can always be found in polynomial time. As (RC, SI) does not include a serializable isolation level, a robust allocation does not always exist. However, the results in this paper show that the existence of a robust allocation for (RC, SI) can be decided in polynomial time, and when a robust allocation exists, an optimal one can be found.

The main technical contribution of this paper is Theorem 3.2 which shows that non-robustness against an allocation for the isolation levels (RC, SI, SSI) can be characterized in terms of the existence of a counterexample schedule of a very specific form that we refer to as a multiversion split schedule. Such split schedules have been used before in the homogeneous setting where all transactions in a workload are assigned to the same isolation level [19, 22, 25]. Generally, a split schedule is of the following form: one transaction is split in two (hence, the name) and some other transactions are placed between these two parts in a serial fashion where both the split and the intermediate serial transactions satisfy some additional requirements. All remaining transactions (if any) are appended after the split transaction, again, in a serial fashion. We refer to Figure 1 for

Figure 1: Abstract representation of a multi-version split schedule where $T_1$ is the splitted transaction.

the general structure of a split schedule. The split schedules used in the cited papers all differ in the additional requirements. When these additional requirements are simple, a direct enumeration of all possible split schedules can be avoided and replaced by a more efficient polynomial time algorithm [22, 25]. In some cases, however, finding a counterexample split schedule is NP-complete [22] or even undecidable [26]. In the present paper, we consider mixed allocations where different transactions can be allocated to different isolation levels. The corresponding split schedule is consequently more involved as it needs to take interrelationships between multiple isolation levels into account. We show in Theorem 3.3 that a counterexample split schedule can still be efficiently constructed.

The contributions of this paper can be summarized as follows:

1. We provide a formal framework to reason on robustness in the presence of mixed allocations of isolation levels. In particular, we formally define what it means for a schedule to be allowed under a (mixed) allocation w.r.t. (RC, SI, SSI) (cf., Definition 2.4). Even though these definitions are an abstraction, they are consistent with mixed allocations as they are applied within Postgress and Oracle.

2. We characterize non-robustness for allocations over (RC, SI, SSI) in terms of the existence of a multiversion split-schedule.

3. We provide a polynomial time decision procedure for robustness against an allocation over (RC, SI, SSI).

4. We show that there is always a unique optimal robust allocation over (RC, SI, SSI) and we provide a polynomial time algorithm for computing it.

5. We show that is decidable in polynomial time whether there exists a robust allocation over (RC, SI) for a given set of transactions. Furthermore, when a robust allocation exists, an optimal one can be found in polynomial time as well.

**Outline.** This paper is structured as follows. We introduce the necessary definitions in Section 2. We consider the robustness and allocation problem for (RC, SI, SSI) in Section 3 and Section 4, respectively. We consider robustness and allocation for (RC, SI) in Section 5. We discuss related work in Section 6. We conclude in Section 7.

This paper is a shortened version of the PODS 2023 paper [27] where the definition of a multiversion split schedule (Definition 3.1) has been simplified and a more elaborate running example has been added.

---

1Indeed, Vandevoort et al. [25] have shown that when contention increases, RC outperforms SI w.r.t. transaction throughput.
2. Definitions

2.1 Transactions and Schedules

We fix an infinite set of objects \( \text{Obj} \). For an object \( t \in \text{Obj} \), we denote by \( \text{R}[t] \) a read operation on \( t \) and by \( \text{W}[t] \) a write operation on \( t \). We also assume a special commit operation denoted by \( \text{C} \). A transaction \( T \) over \( \text{Obj} \) is a sequence of read and write operations on objects in \( \text{Obj} \) followed by a commit. In the sequel, we leave the set of objects \( \text{Obj} \) implicit when it is clear from the context and just say transaction rather than transaction over \( \text{Obj} \).

Formally, we model a transaction as a linear order \( (T, \leq_T) \), where \( T \) is the set of (read, write and commit) operations occurring in the transaction and \( \leq_T \) encodes the ordering of the operations. As usual, we use \( <_T \) to denote the strict ordering. For a transaction \( T \), we use \( \text{first}(T) \) to refer to the first operation in \( T \).

When considering a set \( T \) of transactions, we assume that every transaction in the set has a unique id \( i \) and write \( T_i \) to make this id explicit. Similarly, to distinguish the operations of different transactions, we add this id as a subscript to the operation. That is, we write \( \text{W}[t]_i \) and \( \text{R}[t]_i \) to denote a \( \text{W}[t] \) and \( \text{R}[t] \) occurring in transaction \( T_i \); similarly \( \text{C}_i \) denotes the commit operation in transaction \( T_i \). This convention is consistent with the literature (see, e.g., [12, 19]). To avoid ambiguity of notation, we assume that a transaction performs at most one write and one read operation per object. The latter is a common assumption (see, e.g., [19]). All our results carry over to the more general setting in which multiple writes and reads per object are allowed.

As a running example, we define the set of transactions \( T_{ex} = \{ T_1, T_2, T_3, T_4 \} \) over four different objects \( t, u, v \), and \( q \) as follows:

- \( T_1 = \text{R}_1[t] \text{R}_1[v] \text{W}_1[v] \text{C}_1 \);
- \( T_2 = \text{W}_2[q] \text{W}_2[t] \text{C}_2 \);
- \( T_3 = \text{R}_3[u] \text{R}_3[v] \text{W}_3[q] \text{W}_3[v] \text{C}_3 \); and
- \( T_4 = \text{R}_4[q] \text{W}_4[u] \text{C}_4 \).

A (multiversion) schedule \( s \) over a set \( T \) of transactions is a tuple \( (O_s, \leq_s, <_s, v_s) \) where

- \( O_s \) is the set containing all operations of transactions in \( T \) as well as a special operation \( o_{p_0} \) conceptually writing the initial versions of all existing objects,
- \( \leq_s \) encodes the ordering of these operations,
- \( <_s \) is a version order providing for each object \( t \) a total order over all write operations on \( t \) occurring in \( s \), and,
- \( v_s \) is a version function mapping each read operation \( a \) in \( s \) to either \( o_{p_0} \) or to a write operation in \( s \).

We require that \( o_{p_0} \leq_s a \) for every operation \( a \in O_s \), \( o_{p_0} \ll_s a \) for every write operation \( a \in O_s \), and that \( a <_T b \) implies \( a <_s b \) for every \( T \in T \) and every \( a, b \in T \). We furthermore require that for every read operation \( a, v_s(a) <_s a \) and, if \( v_s(a) \neq o_{p_0} \), then the version \( v_s(a) \) is on the same object as \( a \). Intuitively, \( o_{p_0} \) indicates the start of the schedule, the order of operations in \( s \) is consistent with the order of operations in every transaction \( T \in T \), and the version function maps each read operation \( a \) to the operation that wrote the version observed by \( a \). If \( v_s(a) \neq o_{p_0} \), then \( a \) observes the initial version of this object. The version order \( <_s \) represents the order in which different versions of an object are installed in the database. For a pair of write operations on the same object, this version order does not necessarily coincide with \( \leq_s \). For example, under RC and SI the version order is based on the commit order instead.

Continuing our running example, Figure 2 and Figure 4 illustrate two schedules \( s_1 \) and \( s_2 \) over \( T_{ex} \). The version order \( <_s \) as well as the version function \( v_s \) are represented as arrows. The special operation \( o_{p_0} \) together with its arrows, is omitted in these figures to improve readability. For example, \( v_s(T_2[v]) = W_2[v] \) in schedule \( s_1 \), since \( R_2[v] \) reads the version of \( v \) written by \( W_2[v] \). In \( s_2 \) on the other hand, we...
have \( v_s[R_1[v]] = op_0 \), since \( R_1[v] \) reads the initial version of \( v \). Furthermore, the read operation \( R_3[v] \) reads the initial version of \( v \) in schedule \( s_2 \) instead of the version written by \( T_1 \), even though \( T_1 \) commits before \( R_3[v] \) in \( s_2 \).

We say that a schedule \( s \) is a single version schedule if \( \leq_s \) is compatible with \( \leq_a \) and every read operation always reads the last written version of the object. Formally, for each pair of write operations \( a \) and \( b \) on the same object, \( a \leq_s b \) if \( a \leq b \), and for every read operation \( q \) there is no write operation \( c \) on the same object as \( a \) with \( v_s(a) < c < v_s(a) \). For example, \( s_1 \) in Figure 2 is a single version schedule, while \( s_2 \) in Figure 4 is not as \( ap_0 = v_s[R_1[v]] <_{s_2} w_1[v] <_{s_2} R_3[v] \).

A single version schedule over a set of transactions \( T \) is single version serial if its transactions are not interleaved with operations from other transactions. That is, for every \( a, b, c \in \mathcal{O}_s \), with \( a < s b < c \) and \( a, c \in T \) implies \( b \notin T \) for every \( T \in T \).

The absence of aborts in our definition of schedule is consistent with the common assumption [13,19] that an underlying recovery mechanism will rollback aborted transactions. We only consider isolation levels that only read committed versions. Therefore there will never be cascading aborts.

## 2.2 Conflict Serializability

Two operations \( a_j \) and \( b_j \) from different transactions \( T_i \) and \( T_j \) in a set of transactions \( T \) are conflicting if they are on the same object \( t \) and at least one of them is a write. In this case, we furthermore say that \( b_j \) is uw-conflicting (respectively, ur-conflicting) with \( a_j \) if \( b_j \) is a write operation and \( a_j \) is a write operation (respectively, a read operation); and \( b_j \) is rw-conflicting with \( a_j \) if \( b_j \) is a read operation and \( a_j \) is a write operation. Furthermore, commit operations and the special operation \( op_0 \) never conflict with any other operation. And \( b_j \) and \( a_j \) are conflicting operations in \( T \), we say that \( a_j \) depends on \( b_j \) in a schedule \( s \) over \( T \), denoted \( b_j \rightarrow_s a_j \) if:

- \((uw\text{-dependence})\) \( b_j \) is uw-conflicting with \( a_j \) and \( b_j \leq_s a_j \); or,
- \((wr\text{-dependence})\) \( b_j \) is wr-conflicting with \( a_j \) and \( b_j = v_s(a_j) \) or \( b_j \leq_s v_s(a_j) \); or,
- \((rw\text{-antidependency})\) \( b_j \) is rw-conflicting with \( a_j \) and \( v_s(b_j) \leq_s a_j \).

Intuitively, a uw-dependency from \( b_j \) to \( a_j \) implies that \( a_j \) writes a version of an object that is installed after the version written by \( b_j \). An wr-dependency from \( b_j \) to \( a_j \) implies that \( b_j \) either writes the version observed by \( a_j \), or it writes a version that is installed after the version observed by \( a_j \). A rw-antidependency from \( b_j \) to \( a_j \) implies that \( b_j \) observes a version installed before the version written by \( a_j \). For example, the dependencies \( w_4[v] \rightarrow_s w_1[v] \), \( w_3[v] \rightarrow_s R_1[v] \) and \( R_3[v] \rightarrow_s w_1[v] \) are respectively a wwd-dependency, a wr-dependency and a rw-antidependency in schedule \( s_1 \) presented in Figure 2.

Two schedules \( s \) and \( s' \) are conflict-equivalent if they are over the same set \( T \) of transactions and for every pair of conflicting operations \( a_j \) and \( b_j \), \( b_j \rightarrow_s a_j \) iff \( b_j \rightarrow_{s'} a_j \).

**Definition 2.1.** A schedule \( s \) is conflict-serializable if it is conflict-equivalent to a single version serial schedule.

A serialization graph \( ScG(s) \) for schedule \( s \) over a set of transactions \( T \) is the graph whose nodes are the transactions in \( T \) and where there is an edge from \( T_i \) to \( T_j \) if \( T_j \) has an operation \( a_j \) that depends on an operation \( b_i \) in \( T_i \), thus with \( b_i \rightarrow_s a_j \).

**Theorem 2.2 (implied by [2]).** A schedule \( s \) is conflict-serializable iff \( ScG(s) \) is acyclic.

Figure 3 and 5 visualize the serialization graphs \( ScG(s_1) \) and \( ScG(s_2) \) for the schedules \( s_1 \) and \( s_2 \) in Figure 2 and 4, respectively. For illustration purposes, each edge is labelled with the corresponding dependencies. Since \( ScG(s_1) \) and \( ScG(s_2) \) are not acyclic, both schedules are not conflict-serializable.

## 2.3 Isolation Levels

Let \( I \) be a class of isolation levels. An I-allocation \( A \) for a set of transactions \( T \) is a function mapping each transaction \( T \in T \) onto an isolation level \( A(T) \in I \). When \( I \) is not important or clear from the context, we sometimes also say allocation rather than I-allocation. In this paper, we consider the following isolation levels: read committed (RC), snapshot isolation (SI), and serializable snapshot isolation (SSI). In general, with the exception of Section 5, \( I = \{ \mathrm{RC, SI, SSI} \} \). Before we define what it means for a schedule to consistent of transactions adhering to different isolation levels, we introduce some necessary terminology.

Let \( s \) be a schedule for a set \( T \) of transactions. Two transactions \( T_i, T_j \) in \( T \) are said to be concurrent in \( s \) when their execution overlap. That is, if \( \text{first}(T_i), \text{first}(T_j) < C_i \) and \( \text{first}(T_j), \text{first}(T_j) < C_i \). In our running example schedule \( s_1 \) in Figure 2, \( T_1 \) and \( T_2 \) are concurrent, as well as \( T_1 \) and \( T_3 \). All other pairs of transactions are not concurrent in \( s_1 \). We say that a write operation \( w_i[t] \) in a transaction \( T_j \in T \) respects the commit order of \( s \) if the version of \( t \) written by \( T_j \) is installed after all versions of \( t \) installed by transactions committing before \( T_j \) commits, but before all versions of \( t \) installed by transactions committing at \( T_j \) commits.

More formally, if for every write operation \( w_i[t] \) in a transaction \( T_j \in T \) different from \( T_j \), we have \( w_j[t] \leq_s w_i[t] \) iff \( C_j < C_i \). All write operations in Figure 2 respect the commit order of \( s_1 \). In Figure 4, write operations \( w_4[q] \) and \( w_2[q] \) do not respect the commit order of \( s_2 \) as \( C_2 <_{s_2} C_3 \) but \( w_4[q] <_{s_2} w_2[q] \).

We next define when a read operation \( a \in T \) reads the last committed version relative to a specific operation. For RC this operation is \( a \) itself while for SI this operation is \( \text{first}(T) \). Intuitively, these definitions enforce that read operations in transactions allowed under RC act as if they observe a snapshot taken right before the read operation itself, while under SI they observe a snapshot taken right before the first operation of the transaction. A read operation \( R_j[t] \) in a transaction \( T_j \in T \) is read-last-committed in \( s \) relative to an operation \( a_j \in T_j \) (not necessarily different from \( R_j[t] \)) if the following holds:

- \( v_s(R_j[t]) = op_0 \) or \( C_i < a_j \) with \( v_s(R_j[t]) \in T_i \); and
- there is no write operation \( w_i[t] \in T_k \) with \( C_k < a_j \) and \( v_s(R_j[t]) \leq_s w_i[t] \).

The first condition says that \( R_j[t] \) either reads the initial version or a committed version, while the second condition states that \( R_j[t] \) observes the most recently committed version of \( t \) (according to \( \leq_s \)). For example, \( R_4[v] \) in Figure 2 is read-last-committed in \( s_1 \) relative to \( R_1[v] \) but not
to first(T1), whereas in Figure 4 read operation R3[v] is read-last-committed in s2 relative to first(T3) but not relative to R3[v].

A transaction Tj ∈ T exhibits a concurrent write in s if there is another transaction Ti ∈ T and there are two write operations bi and aj in s on the same object with bi ∈ Ti, aj ∈ Tj and Ti ≠ Tj such that bi <s aj and first(Tj) <s C. That is, transaction Tj writes to an object that has been modified earlier by a concurrent transaction Ti. A transaction Tj ∈ T exhibits a dirty write in s if there are two write operations b and a, in s with b ∈ Ti, a ∈ Tj and Ti ≠ Tj such that b <s a and first(Tj) <s C. That is, transaction Tj writes to an object that has been modified earlier by Ti, but Ti has not yet issued a commit. Notice that by definition a transaction exhibiting a dirty write always exhibits a concurrent write. Transaction T1 in Figure 2 exhibits a concurrent write in s1, since it writes to v, which has been modified earlier by a concurrent transaction T2. However, T1 does not exhibit a dirty write in s1, since T2 has already committed before T1 writes to v. In Figure 4, T2 exhibits a dirty write in s2 since it writes to q, which has been modified earlier by T3 and T3 has not yet committed before w2[q].

**Definition 2.3.** Let s be a schedule over a set of transactions T. A transaction Ti ∈ T is allowed under isolation level read committed (RC) in s if:

- write operations in Ti respect the commit order of s;
- each read operation Ri ∈ Ti is read-last-committed in s relative to bi;
- and
- Ti does not exhibit dirty writes in s.

A transaction Ti ∈ T is allowed under isolation level snapshot isolation (SI) in s if:

- write operations in Ti respect the commit order of s;
- each read operation in Ti is read-last-committed in s relative to first(Ti); and
- and
- Ti does not exhibit concurrent writes in s.

We then say that the schedule s is allowed under RC (respectively, SI) if every transaction is allowed under RC (respectively, SI) in s. The latter definitions correspond to the ones in the literature (see, e.g., [19, 25]). We emphasize that our definition of RC is based on concrete implementations over multiversion databases, found in e.g. PostgreSQL, and should therefore not be confused with different interpretations of the term Read Committed, such as lock-based implementations [12] or more abstract specifications covering a wider range of concrete implementations (see, e.g., [2]). In particular, abstract specifications such as [2] do not require the read-last-committed property, thereby facilitating implementations in distributed settings, where read operations are allowed to observe outdated versions. When studying robustness, such a broad specification of RC is not desirable, since it allows for a wide range of schedules that are not conflict-serializable. We furthermore point out that our definitions of RC and SI are not strictly weaker forms of conflict-serializability. That is, a conflict-serializable schedule is not necessarily allowed under RC and SI as well.

While RC and SI are defined on the granularity of a single transaction, SSI enforces a global condition on the schedule as a whole. For this, recall the concept of dangerous structures from [14]: three transactions T1, T2, T3 ∈ T (where T1 and T3 are not necessarily different) form a dangerous structure T1 → T2 → T3 in s if:

- there is a rw-antidependency from T1 to T2 and from T2 to T3 in s;
- T1 and T2 are concurrent in s;
- T2 and T3 are concurrent in s;
- C3 ≤s C1 and C3 <s C2; and
- if T1 is read-only, then C3 <s first(T1).

Note that this definition of dangerous structures slightly extends upon the one in [14], where it is not required for T3 to commit before T1 and T2. In the full version [15] of that paper, it is shown that such a structure can only lead to non-serializable schedules if T3 commits first, and actual implementations of SSI (e.g., PostgreSQL [23]) therefore include this optimization when monitoring for dangerous structures to reduce the number of aborts due to false positives.

We are now ready to define when a schedule is allowed under a (mixed) allocation of isolation levels.

**Definition 2.4.** A schedule s over a set of transactions T is allowed under an allocation A over T if:

- for every transaction Ti ∈ T with A(Ti) = RC, Ti is allowed under RC;
- for every transaction Ti ∈ T with A(Ti) ∈ {SI, SSI}, Ti is allowed under SI; and
- there is no dangerous structure Ti → Tj → Tk in s formed by three (not necessarily different) transactions T1, T2, T3 ∈ T | A(T) = SI).

We denote the allocation mapping all transactions to RC (respectively, SI) by ARC (respectively, ASSI).

In our running example schedule s1 in Figure 2, the first three transactions form a dangerous structure T3 → T1 → T2, witnessed by the rw-antidependencies R3[v] → s1, w2[v] and R3[t] → s1, w2[t]. Therefore, s1 is not allowed under an allocation mapping all three transactions to SI. Since R3[v] is read-last-committed relative to itself but not relative to the first operation of T1, and since T1 exhibits a concurrent write, T1 is allowed under RC in s1, but not allowed under SI. Transactions T2, T3 and T4 are allowed under both RC and SI in s1. Notice in particular that all read operations in T3 and T4 are read-last-committed relative to both themselves and the first operation of the corresponding transaction in s1. We conclude that s1 is allowed under all allocations over Tex mapping T1 to RC, and T2, T3 and T4 to either RC, SI or SSI. For schedule s2 in Figure 4, no allocation A over Tex exists such that s2 is allowed under A. Indeed, not all write operations in T2 and T3 respect the commit order of s2, and T2 furthermore exhibits a dirty write, which is not allowed under any isolation level.

### 2.4 Robustness

We define the robustness property [13] (also called acceptability in [19, 20]), which guarantees serializability for all schedules over a given set of transactions for a given allocation.
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Theorem 3.3 ([27]). Algorithm 1 in [27] decides whether a set of transactions \( T \) is robust against an allocation \( A \) in time \( O(|T|^4 \cdot \max(|T|^3, n^2 \ell^2, k^3 \ell)) \), with \( k \) the total number of operations in \( T \) and \( \ell \) the maximum number of operations in a transaction in \( T \).

4. THE ALLOCATION PROBLEM

Finding a robust allocation over \{RC, SI, SSI\} is of course trivial as we can simply assign every transaction to SSI. Such an allocation is undesirable as it enforces the most expensive concurrency control mechanism on all transactions. We are therefore interested in robust allocations that favor RC over SI and SI over SSI.

In the following, we assume a total order\(^2\) RC < SI < SSI over the isolation levels, and introduce the following notions. Let \( T \) be a set of transactions, and let \( A \) and \( A' \) be allocations over \( T \). We denote by \( A \leq A' \) when \( A(T) \leq A'(T) \) for all \( T \in T \). Furthermore, \( A < A' \) when \( A \leq A' \) and there is a \( T \in T \) with \( A(T) < A'(T) \).

We say that a robust allocation \( A \) is optimal when there is no robust allocation \( A' \) with \( A' < A \). For an isolation level \( I \) we denote by \( A[T \mapsto I] \) the allocation where \( T \) is assigned \( I \) and every other transaction \( T' \in T \) is assigned \( A(T') \).

For two isolation levels \( I \) and \( I' \) we say that \( I \) is lower (respectively higher) isolation level than \( I' \).

The following proposition obtains some useful properties of robust allocations. Specifically, it says that robustness propagates upwards. That is, if a schedule is robust under an allocation \( A \), it remains robust when assigning a higher isolation level to any of its transactions \( T \). Furthermore, if there exists a robust allocation \( A' \) mapping \( T \) to a lower isolation level than \( A(T) \), then \( A(T) \) can be safely updated to that lower isolation as well. That is, \( s \) is also robust under \( A[T \mapsto A'(T)] \).

**Proposition 4.1.** Let \( T \) be a set of transactions. Let \( A \) and \( A' \) be allocations for \( T \).

1. If \( A \leq A' \) and \( T \) is robust against \( A \), then \( T \) is robust against \( A' \).

2. If \( T \) is robust against \( A \) and \( A' \), then \( T \) is robust against \( A[T \mapsto A(T)] \) for every \( T \in T \).

Applying these results on the allocations in Table 1, \( A_4 \) being a robust allocation implies that \( A_2 \) and \( A_3 \) are robust allocations as well. Furthermore, the robust allocations \( A_2 \) and \( A_3 \) can be combined into the robust allocation \( A_4 \).

We can now prove the following proposition.

**Proposition 4.2.** There is a unique optimal allocation for every set of transactions \( T \).

This order only represents the preference between isolation levels (i.e., RC over SI and SI over SSI), not an inclusion relation between isolation levels. For example, not every schedule allowed under \( A_3 \) is allowed under \( A_1 \) (cf. Example 5.2).

---

### Table 1: Example allocations for \( T_{ex} \).

<table>
<thead>
<tr>
<th></th>
<th>( T_1 )</th>
<th>( T_2 )</th>
<th>( T_3 )</th>
<th>( T_4 )</th>
<th>( T_{ex} ) robust against ( A_i )?</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>RC</td>
<td>RC</td>
<td>SSI</td>
<td>SSI</td>
<td>no (cf. s1 in Figure 2)</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>SSI</td>
<td>RC</td>
<td>SSI</td>
<td>SSI</td>
<td>yes</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>SI</td>
<td>SI</td>
<td>SSI</td>
<td>SSI</td>
<td>yes</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>SI</td>
<td>RC</td>
<td>SSI</td>
<td>SSI</td>
<td>yes</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>SI</td>
<td>RC</td>
<td>SI</td>
<td>SSI</td>
<td>no (cf. s3 in Figure 6)</td>
</tr>
<tr>
<td>( A_6 )</td>
<td>SI</td>
<td>RC</td>
<td>SSI</td>
<td>SI</td>
<td>no (cf. s3 in Figure 6)</td>
</tr>
</tbody>
</table>
For our running example $T_{ex}$, the optimal robust allocation is $A_4$ in Table 1. Indeed, trying to lower the isolation level for one of the transactions even further always leads to nonrobust allocations (cf., $A_1$, $A_2$, and $A_6$).

The following theorem shows that the unique optimal allocation can be computed in polynomial time. The corresponding algorithm is given as Algorithm 1.

**Theorem 4.3.** An optimal robust allocation can be computed in polynomial time in the size of $T$ for every set of transactions $T$.

**5. Restricting to RC and SI**

As already mentioned in the introduction, Oracle restricts to the isolation levels RC and SI. We investigate in this section how the results of the previous sections can be transferred to this setting. In particular, we ignore SSI and restrict attention to RC and SI.

We start with the following result.

**Proposition 5.1.** For a set of transactions $T$, robustness against $A_{RC}$ implies robustness against $A_{SI}$.

This above result is an immediate consequence of Proposition 5.4. We mention that it is also a direct consequence of the characterizations for robustness against $A_{RC}$ [25] and $A_{SI}$ [19]. Indeed, it can be shown that a counterexample for robustness against $A_{SI}$ can always be transformed into a counterexample for robustness against $A_{RC}$ as well. We do want to emphasize that Proposition 5.1 is not a trivial consequence that immediately follows from the definitions of the isolation levels RC and SI, for the simple reason that it is not the case that every schedule allowed under $A_{SI}$ is also allowed under $A_{RC}$ as the next example shows.

**Example 5.2.** We give an example of a schedule $s$ that is allowed under $SI$ but not allowed under $RC$. To this end, consider the schedule $s$ over transactions $W_1[t]C_1$ and $W_2[q]W_3[v]C_3$ with operation order $\leq_s$, $op_0 W_1[t] R_1[v] W_1[q] C_1$, $R_2[v] R_2[t] C_2$, version order $op_0 \ll_s W_1[t]$, and version function $v_s(R_2[q]) = v_s(R_2[t]) = op_0$. Figure 7 shows a graphical representation of schedule $s$. Then, $s$ is allowed under $A_{SI}$, but not under $A_{RC}$, because $R_2[t]$ is not read-last-committed in $s$ relative to itself.

We formalize when a set of transactions is robustly allocatable against a class of isolation levels:

**Definition 5.3.** For a class of isolation levels $I$, a set of transactions $T$ is robustly allocatable against $I$ if there exists an $I$-allocation $A$ such that $T$ is robust against $A$.

The only if-direction of the next theorem now immediately follows from Proposition 4.1(1) as $A \leq A_{SI}$ for any $[RC, SI]$-allocation $A$ for which a set of transactions is robustly allocatable. The if-direction is trivial, since robustness against $A_{SI}$ is an immediate witness for $T$ being robustly allocatable against $\{RC, SI\}$.

**Proposition 5.4.** A set of transactions $T$ is robustly allocatable against $\{RC, SI\}$ iff $T$ is robust against $A_{SI}$.

We now state the main result of this section:

**Theorem 5.5.** Let $T$ be a set of transactions. It can be decided in time polynomial in the size of $T$ whether $T$ is robustly allocatable against $\{RC, SI\}$. If $T$ is robustly allocatable against $\{RC, SI\}$, then an optimal unique allocation can be computed in polynomial time as well.

**6. Related Work**

**Mixing isolation levels.** Adya et al. [2] define isolation levels in terms of phenomena that are forbidden to occur in the serialization graph. They consider a mixture of read uncommitted, read committed and serializable transactions and do not consider SI or SSI like we do in this paper. Note that a separate graph-based definition of SI is specified in [1], requiring an extension of the serialization graph. Incorporating SI in the mixed setting in [2] is therefore not trivial. Other work [13, 19] consider a limited form of isolation level mixing where one isolation level (say, SI) can be mixed with a serializable isolation level. To the best of our knowledge, this paper is the first that jointly considers mixing RC, SI and SSI in the way that it is applied in Postgres.

**Robustness and allocation for transactions.** Fekete [19] is the first work that provides a necessary and sufficient condition for deciding robustness against an isolation level (SI) for a workload of transactions. In particular, that work pro-

![Figure 6: A schedule $s_3$ for $T_{ex}$ with $v_{s_3}$ and $\ll_{s_3}$ represented through arrows. The special operation $op_0$ and all arrows involving $op_0$ are omitted.](image)

![Figure 7: Schematic representation of schedule $s$ in Example 5.2.](image)
vides a characterization for optimal allocations when every transaction runs under either SI or strict two-phase locking (SZPL). As a side result, this work presents a characterization for robustness against SI as well.

Ketsman et al. [22] provide characterisations for robustness against READ COMMITTED and READ UNCOMMITTED under lock-based semantics. In addition, it is shown that the corresponding decision problems are complete for CONP and LOGSPACE, respectively, which should be contrasted with the polynomial time characterization obtained in [25] for robustness against multiversion read committed which is the variant that is considered in this paper. The present paper is therefore the first to address the robustness and allocation problem for a wider range of isolation levels.

Robustness in practice. The setting in the present paper assumes that the complete set of all transactions in a workload is completely known which is an assumption that can not always be met in practice. In [27] we provide an elaborate discussion of different approaches that have been previously investigated to address this [6, 8, 13, 16–18, 20, 21, 25, 26].

7. CONCLUSION

In this paper, we addressed and solved the robustness and allocation problem for the classes \{RC, SI, SSI\} and \{RC, SI\} corresponding to the isolation levels employed in PostgreSQL and Oracle, respectively. These results can be used as a stepping stone for corresponding results on the level of transaction programs, thereby laying the groundwork for automating isolation level allocation within existing databases that support multiversion concurrency control.
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8. REFERENCES


Most queries access data from more than one relation, which makes joins between relations an extremely common operation. In many cases the execution time of a query is dominated by the processing of the involved joins. This observation has led to a wide range of techniques to speed up join processing like, e.g. efficient hash joins, bitmap filters to eliminate non-joining tuples early on, blocked lookups to hide cache latencies, and many others.

But even the most careful engineering technique cannot hide the fact that a join is fundamentally a growing operation, at least in the general case. This problem is not immediately visible because many real-world joins are foreign key / primary key joins, which means that we will have at most one join partner per foreign key, and thus the result of the join will not be larger than the inputs. But that is not always the case. In general, a join is a n:m combination, which means that the result of a join can be as large as \( O(n^2) \), where \( n \) is the input size. When \( n \) is large, as it is often case for databases, this can lead to disastrous execution times.

An interesting observation in this context is that a \( O(n^2) \) (intermediate) result is usually a mistake. Very few users will ask queries where the result consists of millions or billions of tuples. Usually there will be subsequent operations that eliminate most of these intermediate results until only the query result remains. The query optimizer will try to find a join execution order where the intermediate result sizes are minimized, but in the presence of growing joins and often unreliable cardinality estimates that is not an easy task. Sometimes small changes the query lead to very different execution times, which is unfortunate for the robustness of the system.

And fundamentally, some queries with growing joins are inherently hard for binary joins, independent of join order. The classic example for that are triangle queries, for example the natural join between the sets \( R(a, b), S(b, c), T(c, a) \). These queries often have very large intermediate result but only small query results. And even worse, it can be shown that for some data sets any strategy that uses binary joins will have \( O(n^2) \) runtime, which makes these queries intractable for large data sets. While the query result itself is only in \( O(n^{1.5}) \) even in worst case [1], and in reality it will usually be much smaller.

Another class of join algorithms, so called worst-case optimal joins (WCOJs), process joins not as a sequence of binary joins but as a sequence of attribute equivalence classes, where all relations involved in the equivalence class are processed within the step. This avoids the intermediate result explosion and makes triangle queries tractable. But they are rarely used in database systems because the constant factors in the implementation are higher and they tend to be slower than traditional binary queries for the more common case that the intermediate results do not grow dramatically [2]. But simply always using optimized binary joins is dangerous, they are faster on typical queries but can exhibit catastrophic performance for growing queries.

The next paper finds an interesting compromise between these two extremes. It introduces so called free join plans, which can process both multiple attributes and multiple relations in each step. This makes both traditional binary joins and the general join WCOJ algorithm special cases of free joins, as both can be expressed in the framework. In addition, new strategies can be expressed as free join plans that combine aspects of traditional joins and WCOJs in one execution plan.

This allows for avoiding the high constant factors of WCOJs for the parts of the query where they are not required, while still retaining the superior pruning power of WCOJs in the overall query. This is a very nice result that will hopefully lead to systems that are more robust and can process join queries predictable and reliable.
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ABSTRACT

Over the last decade, worst-case optimal join (WCOJ) algorithms have emerged as a new paradigm for one of the most fundamental challenges in query processing: computing joins efficiently. Such an algorithm can be asymptotically faster than traditional binary joins, all the while remaining simple to understand and implement. However, they have been found to be less efficient than the old paradigm, traditional binary join plans, on the typical acyclic queries found in practice. In an effort to unify and generalize the two paradigms, we proposed a new framework, called Free Join, in our SIGMOD 2023 paper. Not only does Free Join unite the worlds of traditional and worst-case optimal join algorithms, it uncovers optimizations and evaluation strategies that outperform both.

In this article, we approach Free Join from the traditional perspective of binary joins, and re-derive the more general framework via a series of gradual transformations. We hope this perspective from the past can help practitioners better understand the Free Join framework, and find ways to incorporate some of the ideas into their own systems.

1. INTRODUCTION

Over the last decade, worst-case optimal join (WCOJ) algorithms [10, 14, 11, 9] have emerged as a breakthrough in one of the most fundamental challenges in query processing: computing joins efficiently. Such an algorithm can be asymptotically faster than traditional binary joins, all the while remaining simple to understand and implement [11]. These algorithms opened up a flourishing field of research, leading to both theoretical results [11, 6] and practical implementations [14, 2, 4, 8].

Over time, a common belief took hold: “WCOJ is designed for cyclic queries”. This belief is rooted in the observation that WCOJ enjoys lower asymptotic complexity than traditional algorithms for cyclic queries [11], but when the query is acyclic, classic algorithms like the Yannakakis algorithm [16] are already asymptotically optimal. Moreover, traditional binary join algorithms have benefited from decades of research and engineering. Techniques like column-oriented layout, vectorization, and query optimization have contributed compounding constant-factor speedups, making it challenging for WCOJ to be competitive in practice.

The dichotomy of WCOJ versus binary join has led researchers and practitioners to view the algorithms as opposites. In our SIGMOD 2023 paper [15], we broke down this dichotomy with a new framework called Free Join that unifies WCOJ and binary join. Further more, we proposed new data structures, evaluation algorithms, and optimizations to make Free Join outperform both binary join and WCOJ.

In this article, we review Free Join from a new perspective: starting from the traditional binary join algorithm, we apply a series of gradual transformations to arrive at the Free Join algorithm as well as the WCOJ algorithm. We hope this perspective from the past can help practitioners better understand Free Join, and pave the way for its adoption into existing systems.

This article is based on the paper Free Join: Unifying Worst-case Optimal and Traditional Joins [15], published at SIGMOD 2023.

2. FROM BINARY JOIN TO FREE JOIN

In this section we introduce the Free Join framework. Unlike our SIGMOD paper [15] which defines Free Join from the basic building blocks, here we start from the traditional binary join and gently massage it into the more general Free Join. To keep the presentation intuitive, we will be following an example instead of defining the algorithm in full generality. We refer the reader to our SIGMOD paper [15] for a more formal treatment.

2.1 Basic Concepts and Notations

For simplicity we consider only natural join queries, where all joins are equijoins, and all input relations are joined over common attributes. Such queries are also known as conjunc-
join operator \( \bowtie \), and each leaf node is one of the base tables \( R_i \). The plan is a left-deep linear plan, or simply left-deep plan, if the right child of every join is a leaf node. If the plan is not left-deep, then we call it bushy. For example, \( (R \bowtie S) \bowtie (T \bowtie U) \) is a bushy plan, while \( ((R \bowtie S) \bowtie T) \bowtie U \) is a left-deep plan. We do not treat specially right-deep or zig-zag plans, but simply consider them to be bushy.

In this paper we consider only hash-joins, which are the most common types of joins in database systems. The standard way to execute a bushy plan is to decompose it into a series of left-deep linear plans. Every join node that is a right child becomes the root of a new subplan, which is first evaluated, and its result materialized, before the parent join can proceed. As a consequence, every binary plan, bushy or not, becomes a collection of left-deep plans. We decompose bushy plans exactly the same way, and we will focus on left-deep linear plans in the rest of this paper. For example, the bushy plan \( (R \bowtie S) \bowtie (T \bowtie U) \) is converted into two plans: \( P_1 = T \bowtie U \) and \( P_2 = (R \bowtie S) \bowtie P_1 \); both are left-deep plans.

To reduce clutter, we represent a left-deep plan \( \cdots ((R_1 \bowtie R_2) \bowtie R_3) \cdots \bowtie R_{m-1} \bowtie R_m \) as \( [R_1, R_2, \ldots, R_m] \). Evaluation of a left-deep plan is done using pipelining. The engine iterates over each tuple in the left-most base table \( R_1 \); each tuple is probed in \( R_2 \); each of the matching tuples is further probed in \( R_3 \), etc.

**Example 2.** A possible left-deep linear plan for \( Q_\clubsuit \) is \([R.S.T]\), which represents \( (R(x,a) \bowtie S(x,b)) \bowtie T(x,c) \). To execute this plan, we first build a hash table for \( S \) keyed on \( x \), where each \( x \) maps to a vector of \( (x,a) \) tuples, and a hash table for \( T \) keyed on \( x \), each mapped to a vector of \( (x,c) \) tuples. Then the execution proceeds as shown in Figure 4a. For each tuple \((x,a)\) in \( R \), we first probe into the hash table for \( S \) using \( x \) to get a vector of \((x,b)\) tuples. We then loop over each \((x,a)\) and probe into the hash table for \( T \) with \( x \). Each successful probe will return a vector of \((x,c)\) tuples, and we output the tuple \((x,a,b,c)\) for each \((x,c)\). On the input instance in Figure 1 (visualized in Figure 2), this algorithm runs in time \( O(n^2) \).

### 2.3 Columnar Storage and Late Materialization

The first transformation we perform on the binary join algorithm makes it work on column-wise storage instead of a row-wise one. This is not yet an optimization because it likely will not improve the performance, but this step serves as an important bridge to the next optimizations. As Figure 4b shows, in the outermost loop we iterate over row indices instead of tuples. For each row index \( i \), we retrieve the \( x \)-value \( R.x[i] \), and the corresponding \( a \)-value \( R.a[i] \). The hash maps for \( S \) and \( T \) now map each \( x \) to a vector of row indices, so we next look up into the hash map for \( S \) using \( x \) to get a vector of \( j \). In the second loop, we retrieve the \( x \)-value and \( b \)-value from \( S \) for each \( j \), then probe into \( T \) to get a vector of \( k \). Finally, we retrieve the \( x \)-value and \( c \)-value from \( T \) for each \( k \), and output the tuple \((z,a,b,c)\).

A key inefficiency of the algorithm in Figure 4b is that, although the query only outputs a single tuple \((x_0, a_0, b_0, c_0)\),

\[ \text{The reader does not need to be familiar with definitions of acyclic queries to understand Free Join.} \]
for (x,a) in R:
  for i in 0..R.len():
    x = R.x[i]; a = R.a[i]
    s = S.x[i]?
    for j in s:
      for k in t:
        x = S.x[j]; b = S.b[j]
        t = T.x[k]?
        for k in t:
          x = T.x[k]
          a = R.a[i]
          b = S.b[j]
          c = T.c[k]
          output(x,a,b,c)

(a) Binary Free Join.

(b) Columnar storage.

for i in 0..R.len():
  for j in s:
    for k in t:
      x = R.x[i];
      s = S.x[j]?
      t = T.x[k]?
      for k in t:
        x = T.x[k]
        a = R.a[i]
        b = S.b[j]
        c = T.c[k]
        output(x,a,b,c)

(c) Late materialization.

(d) Late iteration.

Figure 4: Execution of binary join for the clover query 4a, and three transformations. The first transformation 4b makes the algorithm work on column-wise storage instead of a row-wise one; the second transformation 4c performs the classic late materialization optimization; the last one is another transformation that we call late iteration 4d.

we still did a lot of work retrieving the different a, b, and c values from their respective columns. For example, since we iterate over the entire R relation, we retrieve all $2n + 1$ a-values from Ra; even worse, since $|R \bowtie S| = n^2 + 1$, we will access S.b $\Omega(n^2)$ times. A better strategy is to delay the retrieval of these values until we actually need them. In this case, we can delay the retrieval of a, b, and c until we are ready to output the tuple (x,a,b,c). This way we only need to access each of Ra, S.b, and T.c once, instead of $\Omega(n^2)$ times. This is precisely the classic late materialization optimization [1] now implemented in nearly all modern database systems.

### 2.4 Late Iteration and Free Join

We can go one step beyond late materialization and further optimize the code in Figure 4c. The key observation is that, although we retrieve x from the different relations in each loop level, they have to be the same value because x is the join attribute! This means we can remove the last two redundant retrievals of x and reuse the value from the outermost loop, which corresponds to removing the underlined code in Figure 4c. At this point, we can see that the remaining body of the second loop, t = T[x]?, does not depend on the loop variable j at all. We can therefore pull the lookup out of the loop, resulting in the code in Figure 4d. In other words, we delay the iteration over s until after the lookup on T succeeds.

Note that this final optimization has improved the asymptotic run time of the algorithm: although late materialization already saves a quadratic number of accesses to the relation columns, it still needs to iterate over $\Omega(n^2)$ row indices, because the first two loop levels essentially compute the join $R \bowtie S$. In contrast, the first loop level in Figure 4d joins every tuple of R with S at the same time, and the entire algorithm now runs in $O(n)$ time.

At the moment, our optimizations may appear rather low-level and ad-hoc. Taking a step back, we can understand the execution of any join algorithm as a series of iterations and lookups. The transformation from row-wise to column-wise storage involves changing what to iterate over (row indices instead of tuples); the late materialization optimization changes what to look up and when to look up (look up row indices first, then retrieve values later); finally, the late iteration optimization reorders the iterations and lookups.

While columnar storage and late materialization have become staples of modern database systems, the contribution of the Free Join framework is a new abstraction to describe the ordering of iterations and lookups that we call the Free Join plan. The basic building blocks of a Free Join plan are called subatoms, each of which is a subset of a relation schema.

**Definition 1.** Given a relation schema $R(x_1, x_2, \ldots)$, a subatom is of the form $R(x_i, x_{j_1}, \ldots) \subseteq \{x_i, x_{j_1}, \ldots\}$.

For example, given the relation $R$ with schema $R(x, y)$, all of the following are valid subatoms: $R[\{x\}, R(x, y), R(x, y)]$. A Free Join plan over a set of schemas is a sequence of groups, where each group is a list of subatoms.

**Definition 2.** Given a join query $Q$ over $R_1, R_2, \ldots$, a Free Join plan for $Q$ is of the form:

$[R_1(x_1), \ldots, R_n(x_n)] \rightarrow [R_1(x_1), \ldots, R_n(x_n) \ldots]$.

where each of $R_i(x_1), R_i(x_2), \ldots$ is a subatom over the schema of $R_i, R_j, R_k, \ldots$ respectively.

Each group in a Free Join plan corresponds to a loop level. At each loop level, we iterate over tuples of the first subatom in the group, and use the values to look up into the remaining subatoms. For this reason, we will sometimes stylize a Free Join plan as follows to emphasize the iterated subatom and reflect the loop nesting:

$[R_1(x_1) \rightarrow [R_2(x_2), R_3(x_3), \ldots]]$

**Example 3.** The Free Join plan for the algorithm in Figure 4d is:

$[R(x, a) \rightarrow [S(x), T(x)]]$

Although we only retrieve the value of a in the innermost loop, each a-value one-to-one corresponds to each i, so the plan iterates over both $x$ and $a$ at the first level.

**Example 4.** We can represent the binary join algorithm in Figure 4a with the Free Join plan:

$[R(x, a) \rightarrow [S(x)]]$
$\rightarrow [T(c)]$
If we ignore the redundant $x$ at the inner loop levels.

In fact, every left-linear binary join plan $[R_i, R_j, R_k, \ldots]$ can be represented by a Free Join plan:

$$ [R_i(x_1) | R_j(x_2 \cap x_3)] \rightarrow [R_k(x_2 \cap x_3) | R_l(x_4 \cap x_5)] \rightarrow [R_m(x_3 \cap x_4) | R_n(x_4 \cap x_5)] \ldots $$

As we will see in Section 2.5, we can also represent any Generic Join plan with a Free Join plan. Free Join therefore generalizes and unifies both binary join and Generic Join. However, the true power of Free Join is its ability to represent algorithms like the one in Figure 4d that are neither binary join nor Generic Join. Intuitively, a (linear) binary join plan says which relation to process at each step, and always processes one additional relation at a time. A Generic Join plan says which variable to process at each step, and always processes one variable at a time. A Free Join plan can process any number of relations and variables at a time. As we show in Figure 5, this flexibility allows Free Join to represent a much larger space of algorithms, leading to performance improvements beyond the existing algorithms.

### 2.5 Other Optimizations

In this section, we summarize a few additional optimizations introduced in our SIGMOD paper [15], as well as relate Free Join to the Generic Join algorithm. To motivate these optimizations, we will follow the new example query $Q_\Delta$ in Figure 7, and visualize an input instance in Figure 8. Note $Q_\Delta$ is now a cyclic query, because its hypergraph is a triangle with three vertices $x$, $y$, and $z$ and three edges corresponding to $R(x, y)$, $S(y, z)$, and $T(z, x)$.

Let us first consider the algorithm in Figure 6a. We show the Free Join plan in the comments atop the figure, and note that it is equivalent to binary join. To reduce clutter we will stick with a row-wise notation while keeping in mind the underlying columnar storage. We also remove redundant values from the hash maps; for example, the hash map for $S$ in Figure 6a now maps every $y$ to a vector of $z$ (instead of a vector of $(y, z)$). The binary join algorithm first iterates over $(x, y)$-tuples in $R$, using each $y$ to probe into $S$ to get a vector of $z$. For each $z$, it then probes into $T$ to check if $(z, x)$ is in $T$, and outputs the tuple $(x, y, z)$ if so. This binary plan essentially computes the join $R \bowtie S$ first before discarding tuples that do not join with $T$. Because $R \bowtie T$ has size $\Omega(n^2)$, the algorithm runs in quadratic time. Since the relations are symmetric, any binary join plan will have the same asymptotic run time.

A different algorithm is shown in Figure 6b. Here, as we iterate over tuples in $R$, we look up into $S$ and $T$ at the same time. In other words we perform the late iteration optimization again, pulling up lookups to discard tuples early. However, this is not sufficient, because every tuple in $R$ does in fact join with both $S$ and $T$, so the first loop level discards no tuples. As the second loop level iterates over $s$, we are in effect still computing the join $R \bowtie S$ which takes $\Omega(n^2)$ time. To overcome this inefficiency, we now introduce a new operator called intersection ($\cap$).

#### 2.5.1 Intersection

In contrast, the algorithm in Figure 6c runs in linear time. The small difference is that we have replaced the inner loop of Figure 6b, which iterates over $s$, with a loop iterating over the intersection of $s$ and $t$. When we compute the intersection, we always iterate over the smaller set while probing into the larger set. To analyze the run time of this algorithm, we first assume we have built a hash map for $S$, mapping each $y$ to a hash set of $z$, and similar for $T$. Building each hash map takes linear time. Then, as we iterate over $R$, we consider three cases:

1. For tuple $(x_0, y_0)$, $s = S[y_0] = \{z_i \mid i \in [0, \ldots, n]\} = T[x_0] = t = s \cap t$, so we may iterate over either $s$ or $t$ to compute $s \cap t$ in linear time.

2. For each tuple $(x_i, y_i) \mid i > 0$, $t = \{z_i \mid i \in [0, \ldots, n]\}$ but $s = S[y_i] = \{z_0\}$, so we iterate over (the only element of) $s$ and probe into $t$ to compute $s \cap t$. This takes constant time for each $y_i$, so for all $y_i$ the total time is linear.

3. The case for tuple $(x_i, y_0)$ is symmetric to the previous case, so it also takes linear time.

Overall, the algorithm in Figure 6c runs in linear time. Another way to think about the intersection operation is to understand it as dynamically reordering the iterations and lookups: to compute $s \cap t$, we switch between the plans $[S(z) \mid T(z)]$ and $[T(z) \mid S(z)]$ depending on which one is smaller.

#### 2.5.2 Generic Join

We can now faithfully derive the Generic Join algorithm as a special case of Free Join, using the intersection operator. Suppose an instance of Generic Join follows the variable order $x_1, x_2, \ldots, x_n$. The corresponding Free Join plan is:

$$ [R_1^1(x_1) \cap R_2^1(x_1) \cap \cdots] \rightarrow [R_2^2(x_2) \cap R_2^2(x_2) \cap \cdots] \rightarrow [R_3^3(x_3) \cap R_3^3(x_3) \cap \cdots] $$

where $R_i^j$ is a relation that contains $x_i$ in its schema. When computing a multiway intersection, we (dynamically) pick the smallest set to iterate over and probe into the rest. For any choice of the variable order, the Generic Join algorithm is guaranteed to run in worst-case optimal time [14, 9, 10].
for (x,y) in R:
    s = S[y]?
for z in s:
    ... us-

Figure 6: Four different Free Join plans for $Q_\Delta$ and their execution.

Figure 7: The triangle query $Q_\Delta$, and an input instance.

(a) Plan equivalent to binary join.

(b) Another Free Join plan.

(c) Plan with intersect (∩).

(d) Plan equivalent to Generic Join.

2.5.3 Lazy trie building

To explain the algorithm in Figure 6b we assumed to have pre-built hash maps for $S$ and $T$. A more efficient strategy is to lazily construct parts of the data structures as we iterate over the relations. Specifically, we will only build the hash sets that we only need to iterate over. In the full paper [15] we describe a data structure, called Column-oriented Lazy Trie (COLT), that generalizes this idea.

2.5.4 Vectorized Execution

A simple way to implement Free Join is to use a recursive function, as shown in Figure 9. For every group in the Free Join plan, we iterate over the first subatom and probe into the remaining subatoms. If all probes are successful, we append new values to the partial tuple, and recursively call our function, as shown in Figure 9. For every group in the Free Join plan, we iterate over the first subatom and probe into the remaining subrelations. This naive implementation suffers from poor temporal locality: in the body of the loop, we probe into the same set of relations for each tuple. But these probes are interrupted by the recursive call at the end, which is itself a loop interrupted by further recursive calls.

A simple way to improve locality is to perform a batch of probes before recursing, just like the classic vectorized execution for binary join. As shown in Figure 10, we call iter_batch to retrieve a batch of tuples from $R$. For each tuple in a batch, we probe into the relations to get the corresponding sub-relations. If all probes are successful, we append new values to the partial tuple, and pair the tuple with the respective sub-relations; otherwise we continue onto the next tuple in the batch. Finally, for each tuple that successfully probes into all relations, we call join recursively on the remaining plan.

3. EXPERIMENTS

We implemented Free Join as a standalone Rust library. The main entry point of the library is a function that takes a binary join plan (produced and optimized by DuckDB), and a set of input relations. The system converts the binary plan to a Free Join plan, optimizes it, then runs it using COLT and vectorized execution. We compare Free Join against two baselines: our own Generic Join implementation
in Rust, and the binary hash join implemented in the state-of-art in-memory database DuckDB [13, 12]. We evaluate their performance on the popular Join Order Benchmark (JOB) [7]. We refer the reader to our SIGMOD paper [15] for additional experiments that include other systems and benchmarks, as well as detailed ablation studies of the optimizations.

### 3.1 Setup

While we had easy access to optimized join plans produced by DuckDB, we did not find any system that produces optimized Generic Join plans, or can take an optimized plan as input. We therefore implement a Generic Join baseline ourselves, by modifying Free Join to fully construct all tries, and removing vectorization. We chose as variable order for Generic Join the same as for Free Join.

The JOB benchmark contains 113 acyclic join queries with an average of 8 joins per query. Each query in the benchmarks only contains base-table filters, natural joins, and a simple group-by at the end, and no null values. The queries work over real-world data from the IMDB dataset. We exclude 5 queries that return empty results, since such empty queries are known to introduce reproducibility issues. We ran all our experiments on a MacBook Air laptop with Apple M1 chip and 16GB memory. All systems are configured to run single-threaded in main memory, and we leave all of DuckDB’s configurations to be the default. All systems are given the same binary plan optimized by DuckDB. Since we are only interested in the performance of the join algorithm, we exclude the time spent in selection and aggregation when reporting performance. This excluded time takes up on average less than 1% of the total execution time.

### 3.2 Run time comparison

Figure 11 compares the run time of Free Join and Generic Join against binary join on JOB queries. We see that almost all data points for Free Join are below the diagonal, indicating that Free Join is faster than binary join. On the other hand, the data points for Generic Join are largely above the diagonal, indicating that Generic Join is slower than both binary join and Free Join. On average (geometric mean), Free Join is 2.94x faster than binary join and 9.61x faster than Generic Join. The maximum speedups of Free Join against binary join and Generic Join are 19.36x and 31.6x, respectively, while the minimum speedups are 0.85x (17% slowdown) and 2.63x.

We zoom in on a few interesting queries for a deeper look. The slowest query under DuckDB is Q13a, taking over 10 seconds to finish. Generic Join runs slightly faster, taking 7 seconds, whereas Free Join takes just under 1 second. The query plan for this query, as shown in Figure 12, reveals the bottleneck for binary join: the first 3 binary joins are over 4 very large tables, and two of the joins are many-to-many joins, exploding the intermediate result to contain over 100 million tuples. However, all 3 joins are on the same attribute (mid); in other words they are quite similar to our clover query Q♣. As a result, Generic Join and Free Join simply intersect the relations on that join attribute, expanding the remaining attributes only after other more selective joins.

On a few queries Free Join runs slightly slower than binary join, as shown by the data points over the diagonal. The binary plans for these queries are all bushy, and each query materializes a large intermediate relation. We have not spent much effort optimizing for materialization, and we implement a simple strategy: for each intermediate that we need to materialize, we store the tuples containing all

---

\(^3\)Free Join defines only a partial order; we extended it to a total order.

\(^4\)See GitHub Issue #11: https://github.com/gregrahn/join-order-benchmark/issues/11
base-table attributes in a vector. Future work may explore more efficient materialization strategies, for example only materializing attributes that are needed by future joins.

4. CONCLUSION

In this paper we review the Free Join framework, which generalizes and unifies traditional join algorithms and WCOJ algorithms. We re-derive the more general Free Join from the well-understood binary join, hoping to make the framework more accessible to database practitioners. We hope to see the adoption of Free Join in mainstream databases, which shall inspire further research on the design of join algorithms. We conclude by pointing out some promising research directions. First, we have been focusing on single-threaded in-memory algorithms. How can we adapt Free Join to work on disk, on multi-core machines, and in distributed settings? In particular, the COLT data structure relies on laziness and appears inherently sequential. Do we need a new data structure to parallelize Free Join? Second, our optimizer starts from an already optimized binary plan, and conservatively improve it into a Free Join plan. How can we design and implement an optimizer to better exploit the flexibility of Free Join? Finally, as the experiments show, our current implementation of Free Join is not yet competitive for certain bushy plans. How can we improve the performance of materializing intermediate results for Free Join?
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When interactively working with data, query latency is very important. In particular when ad-hoc queries are written in an explorative manner, it is essential to quickly get feedback in order to refine and correct the query based upon result values. This interactive use case is difficult to support if the underlying data is large, as analyzing large volumes of data is inherently expensive.

An attractive way to tackle this problem is to use approximate query processing (AQP). Instead of computing the exact query result, the system produces an approximate answer to the query, which is often good enough when still interactively exploring the data, and sometimes even good enough as the final answer [1]. The advantage of using approximate answers is that these can be computing much more efficiently, sometimes orders of magnitude faster than the exact result. And if the user is only interested in a rough overview over the data the full precision of, e.g., aggregate values is not required anyway.

Approximate query processing is usually based upon sampling techniques, that is the query is evaluated not on the full data set but on a random sample of data [2], which is much smaller but which exhibits the same data distribution as the original data. For simple queries like

\[
\text{select } \text{avg}(x) \text{ from } R
\]

that is straightforward, the query will produce roughly the same result when executing on a random sample of \(R\) instead of the full table. But when the query contains filter predicates like

\[
\text{select } \text{avg}(x) \text{ from } R \text{ where } y<4
\]

the situation becomes more difficult, as a random sample might contain no or only a few tuples that satisfy the filter condition.

To alleviate that systems have mainly two options: Either they use larger samples, which makes it less likely that they are unable to answer the query, but which increases the AQP evaluation time and the storage costs. Or they use stratified sampling, which means that they maintain samples for a given predicate (or a given set of values).

Which allows for answering a query if a suitable sample is present, even for selective predicates, but which makes samples less versatile. For example a sample for the condition \(y<4\) can also be used to answer queries with a predicate \(y<3\), but not to answer queries with \(y<6\). For very predictable and repetitive queries that is less of an issue, but for the interactive use cases that is a severe problem, as queries can vary greatly.

Having one large sample over everything does not work well for selective predicates, but computing a sample for every predicate that we see in a query is not very practical, as the number of combinations is very large and eagerly computing samples is expensive.

The next paper tackles this problem by an interesting observation: We can construct a larger uniform random sample from two smaller uniform random samples over the same domain if 1) both samples come from disjoint parts of the original relation, and 2) we know how large the original data partitions were. Basically we can union two existing samples into a larger one, similar to a reservoir sampling strategy, but we have to take into account the selection probabilities for the elements were different. This allows for flexible stitching together available samples such that the query can be answered with the available data, even if the samples do not perfectly match the query.

There are more technical hurdles that have to be overcome, and the system must make a decision which sampling should be maintained given both the query and the already existing sample, but for that read the paper.
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ABSTRACT

Modern analytical engines rely on Approximate Query Processing (AQP) to provide faster response times than the hardware allows for exact query answering. However, existing AQP methods impose steep performance penalties as workload unpredictability increases. While offline AQP relies on predictable workloads to a priori create samples that match the queries, as soon as workload unpredictability diminishes, returning to existing online AQP methods that create query-specific samples with little reuse across queries results in significantly smaller gains in response times. As a result, existing approaches cannot fully exploit the benefits of sampling under increased unpredictability.

We propose LAQy, a framework for building, expanding, and merging samples to adapt to the changes in workload predicates. We propose lazy sampling to overcome the unpredictability issues that cause fast-but-specialized samples to be query-specific and design it for a scale-up analytical engine to show the adaptivity and practicality of our framework in a modern system. LAQy speeds up online sampling processing as a function of data access and computation reuse, making sampler placement after expensive operators more practical.

1 Reducing the Data Volume with Sampling

Data exploration is crucial to deriving insights and informed decisions in today’s data-driven world. Visualization tools and interactive dashboards provide a convenient and rich exploration interface. Nevertheless, humans require fast responses to maintain their focus during mental tasks: Miller [22] reports a 0.1 seconds response window for users to feel the UI follows their actions and 15 seconds as a hard limit to avoid demoralization and breaking the line of thought. However, with current memory technologies providing a few hundred GBps of memory bandwidth, analytical engines cannot even process simple queries that touch more than a few GBs of data in the 0.1 seconds window, despite running on TB-sized memories.

Analytical engines have long relied on approximate query processing to reduce the data processing time [2, 19, 6, 3, 27, 24, 8, 5, 29, 15]. Offline approximate query processing methods prebuild samples to reduce the data access and processing time during query execution [2]. However, the significant savings of such approaches come at the expense of requiring predictable workloads. Such predictable workloads appear in data warehousing operations, but they mismatch interactive workloads like data exploration, where queries constantly change [18]. Online query processing generalizes offline sampling into interactive use cases. Instead of relying on query templates, it does the sampling during query execution before expensive operations. Such approaches reduce the processing time; however, sampling during query execution is a heavy operation [29, 3]. To minimize this cost, existing approaches rely on pushing lightweight, selective operations below sampling [15] and sample caching [24]. However, specializing the online sample to the current query reduces its potential to be suitable for another query. As a result, existing approaches introduce a steep trade-off between sample reuse and sampling overhead for interactive exploration.

This work introduces LAQy, a sampling-based AQP framework that increases the sample reuse opportunities while maintaining the sample creation to the same or lower cost than online sample creation. LAQy relaxes the sample matching requirements by allowing samples to match a query partially. This relaxation allows using samples that would otherwise be considered inappropriate for an incoming query — resulting in significant execution time savings. LAQy corrects the query-sample mismatch using delta samples: samples that LAQy uses to augment the partially matching sample with the missing pieces needed to satisfy the query approximation requirements. As a result, LAQy extends i) the effectiveness of online sampling techniques to a greater range of query workloads, ii) provides a system-level acceleration technique that maintains the theoretical sample properties, and iii) reduces the query predictability requirements that existing systems need to overcome the hardware limitations through query approximation techniques.

Overall, LAQy improves the efficiency of online approximate query processing systems by increasing sample reuse and bridging the gap between predictable and unpredictable predicates in approximate query processing. As a result,
Figure 1: Relaxing the predicate predictability allows reuse.

LAQy enables fast responses despite the query unpredictability that characterizes data exploration workloads, which previously hindered the effectiveness of query approximation methods. While most prior related systems use sampling in disk-based, single-threaded, and distributed setups, we investigate and address the bottlenecks in scale-up single-machine setups with minimal engine modifications. LAQy proposes a lazy sampling algorithm to avoid costly sample creation through an in-memory-friendly architecture and judicious workload-driven sample construction and merging. This allows for speeding up the sampling operation for base relations and also enables reuse opportunities when samplers must be placed after joins, for example, when meaningful filtering and sampling dimensions are only available after joining the fact tables with dimension tables.

2 Online Flexibility and Offline Predictability

Exploratory data analysis creates hard-to-predict query patterns, yet its interactive nature requires fast response times to keep the data analyst focused and productive. Further, keeping the user engaged requires response times exceeding the underlying hardware’s capabilities. As a result, analytical engines have relied on approximate query processing to reduce the data processing cost. A core requirement of AQP methods is that when the query implies some grouping, all groups are represented in the output. To achieve that, variants of approximation methods often rely on stratified sampling: the systems analyze the query clauses and extract the columns that, if not included in the stratification key, the query output could sample out tuples. These columns are called the Query Column Set (QCS), and when aligned with the query requirements, they allow for strict bounds on the error of the computed aggregations [2]. Furthermore, Quickr [15] provides optimization rules for injecting the samplers in the query plan and transforming samples and their QCS requirements while pushing them across various relational operators. Conversely, the remaining non-QCS columns are called Query Value Set (QVS).

Workload predictability. The applicability of the different approximate query processing methods depends on workload predictability. Agarwal et al. [2] classify workloads into four categories based on the predictability of the queries: i) predictable queries where the upcoming queries are known, e.g., monthly or weekly warehouse tasks that repeat the same query in a fixed interval, ii) predictable query predicates where the filter conditions of upcoming queries are fixed and known, iii) predictable QCSs where the grouping or filtering columns are known, but the actual filtering values are revealed only during the query invocation, and iv) unpredictable queries where there is no information about the upcoming queries.

While the query patterns during data exploration are hard to predict, they are also not entirely unpredictable. Users often add, remove, expand, or shrink filters, grouping columns and joined tables to focus their exploration on specific subsets of the input or expand to increase their exploration scope and hypothesis testing [30]. As a result, the analytical engine often receives incremental changes to the query shape, placing such workloads between predictable, or slowly changing, QCSs and predictable query predicates. Yet, approximation techniques for predictable query predicates are much more efficient as samples are handled similarly to offline views and thus incur small overheads. In contrast, (mostly) predictable QCSs rely on online sampling.

Issue #1: strict sample matching rules. Whether a sample subsumes a query or not is, currently, a binary classification: either a query has an appropriate QCS and QVS, or it can not provide the necessary guarantee, even if just one column is not contained in one of those sets. As a result, small mismatches in column set requirements create a new sample – with the corresponding overhead and missed opportunities. Example. Figure 1 shows two queries arriving in a sequence, with the second having an expanded filter, similar to the queries submitted by a data scientist who zooms out to cover a greater input range. Suppose that, during query execution, a sample on T is created after the filtering condition, e.g., to minimize the sampling cost. That sample will not have the information necessary to answer the expanded (red) query. As a result, while the two queries are very similar, the sample would be rejected, and a new one would be created, reducing the first sample’s effectiveness.

Challenge #1: increasing the sample usefulness. Efficient query approximation techniques are needed to increase the usefulness of each sample by relaxing the sample matching requirements despite the theoretical requirements. To avoid compromising the theoretical sample properties, LAQy increases the sample usefulness by allowing samples to partially satisfy a query and creating delta queries that require smaller samples for their approximation.

Issue #2: creating a new sample is costly. When existing samples do not match the current query, a new sample is created, or approximate processing is abandoned altogether. To mitigate such overheads, existing methods [24] aggressively cache samples and synopsis. Specifically, Taster [24] continuously inspects the workload to materialize samples as a side-effect of execution for future (re)use based on the recent query history. However, the materialized sample is only helpful if it entirely subsumes the predicates and QCS, otherwise falling back to the online AQP processing. The new sample is built from scratch despite potentially having similar samples. As a result, despite an existing sample sat-
isfying part of the query, the new sample will be built on the entire input and have the full QCS size, which prior work has shown can have a prohibitive cost, especially as the QCS and QVS sizes increase [29].

Example. If the queries of Figure 1 were also grouped on C2, then the corresponding samples would have C2 in the QCS. Although the blue sample is a subset of the sample required for the red query, existing approaches would discard the blue sample when evaluating the second (red) query. Further, with the valid range of C2 increasing, building the second (red) sample with stratification on C2 would be significantly slower than making the blue sample, as the number of strata is the dominating factor during sample creation [29].

Challenge #2: efficiently reacting to missing samples. Efficient query approximation techniques are needed to build the required samples quickly and efficiently. To reduce the sample creation time, LAQy judiciously builds only the missing parts of a required sample and retrieves the rest from the already available samples.

Issue #3: unpredictability increases the risk of useless pre-sampling. Offline sampling [2] mitigates the sampling overhead by sampling before the query time. During query processing, the sample is already available, effectively eradicating the cost of sampling from the response time. Further, to avoid the overhead of periodically recreating the sample as the source data are updated, Birler et al. [3] propose incrementally maintaining the sample during updates. Yet, offline methods require that the useful samples are known before query time. To reduce the probability of wasted samples, offline approaches tend to build more inclusive and, thus, bigger samples. However, this is still a double-edged sword. While it may support more queries, 1) using a bigger sample incurs a higher cost for each query using it, 2) a higher build cost, and yet the potential of mispredicting the workload and not using the sample.

Example. Consider this time that an aggressive sampling approach sees the condition on C2, and instead of applying the filter before the sampling, it decides to stratify on C2 as well (include C2 in the QCS). While this would make the sample reusable in the second (red) query, it may not pay off if, for example, multiplying the number of strata by the cardinality of C2 makes sample creation much slower than creating two different samples – a common occurrence for high cardinality columns [29].

Challenge #3: sampling without regret. As a result, the overgeneralization of samples may result in significant costs. Efficient query approximation systems need to minimize the risk of wasteful sample creation by reducing the probability of creating a minimally useful sample. To overcome this issue, LAQy builds only samples that will be immediately used to accelerate a query.

Summary. The current rigidity of whether a sample satisfies a query, combined with the high cost of sample creation and the uncertainty about the long-term gains of creating bigger samples, highly affect the effectiveness of online approximation techniques. Further, data exploration often results in partially overlapping queries and small transitions across predicates, resulting in the aforementioned issues for such workloads. We describe how LAQy’s design allows tackling all three issues through a design that focuses on maximizing the (even partial) sample reuse to minimize the sample creation (through lazy delta samples) and a sample-as-you-query model that reduces the regret for building a sample by creating only samples that are immediately useful. As a result, LAQy bridges the gap between online and offline approximation methods by partial sample reuse (Figure 2).

3 The Design Principles of Lazy Sampling

LAQy is an approximate query processing engine designed to bridge the gap between offline and online AQP methods in scale-up systems. Existing approaches have to select between building low-overhead samples specialized to the query predicates or paying a higher sample construction overhead to create reusable samples. Instead, LAQy achieves a sweet spot between reusability and sampling time by taking advantage of the mergeable nature of samples. Furthermore, LAQy is compatible with adaptive storage and sample budgeting solutions, like Taster [24], to allow adaptive management of the allocated sample space based on workload patterns.

Instead of imposing a binary can-or-cannot-be reused per-sample decision, the samples generated by LAQy create a continuous spectrum between online and offline sampling methods (Figure 2). As a result, samples do not have to be entirely ignored; instead, they provide a partial input to the query. Furthermore, for the query input that is not covered by the existing sample, LAQy avoids building a full sample. Instead, it constructs only the part of the sample necessary for the current query – minimizing the overhead imposed by sample construction, resulting in better applicability of our method in the era of in-memory engines that saturate the available memory bandwidth.

The three core principles of LAQy enable it to directly address the challenges outlined in Section 2:

Principle #1: Partial reuse. Predicates are traditionally considered either known or too volatile to specialize the sample to the predicate value – creating a steep penalty, even if the predicates are not entirely random. For example, typical data exploration patterns [30] imply that the focus of interest may change but correlate to the initial scope of analysis, albeit in unpredictable ways. LAQy exploits the overlap across the predicates to reuse the existing materialized samples and compute only the delta samples to satisfy uncovered, non-overlapping sample ranges, extending the strategy of offline sampling systems.

Principle #2: Judicious sampling. Stratified sampling is an expensive operation. Stratification imposes random accesses making sampling potentially as expensive as joins or aggregations. Nonetheless, it reduces the input to upcoming operations and the execution time of future queries if the sample is materialized and reused. To avoid excessive overheads without a corresponding long-term speedup, LAQy minimizes the input of stratification operations to the minimum required for the current query, along the direction of the online sampling systems.

Principle #3: Laziness and minimal waste. Every bit counts, but some bits count more. The long-term gain of a sample depends on upcoming queries. While the prediction accuracy of future queries can vary, samples created for the current query have an immediate turnaround. Also, we can give a higher turnaround to already created samples by increasing their utility through partial reuse. LAQy reduces the
decision-making and pushes it as late as possible by building only the necessary delta samples and merging them only when needed. This makes our approach complementary to both the online and offline state-of-the-art sampling-based AQP systems.

4 Pruning the Sample Construction Space

LAQy bridges the gap between offline and online sampling by exploiting the overlap of query predicates to reuse and merge samples. Section 4.1 starts by evaluating the different parameters that affect the build time for a stratified sample. Section 4.2 links the various parameters with the query predictability. Lastly, in Section 4.3, it motivates our main observation: relaxing the predictability requirements for predicates allows lazily building samples and amortizes the (stratified) sample build time across queries with overlapping predicates.

4.1 Building Stratified Samples

To create a stratified sample, each input element is inserted into a reservoir based on the element values on the QCS columns. Each stratum thus keeps track of the reservoir and the number of considered elements (weight) as the admission probability depends on the number of previously considered items.

Considering an input item for inclusion into a reservoir generally requires random access to find and update the admission-control state (random number generator). If the item is admitted, then finding and replacing an existing item from the reservoir requires one more random access. The latter may or may not be on the same cache line as the admission state, depending on the reservoir capacity and whether the reservoir’s storage is inlined with the admission state.

Admission control occurs for every tuple, so the corresponding time is reduced as the input tuples decrease. Admission, however, happens stochastically with a probability that converges to the sampling rate as more items are considered per reservoir. As a result, admissions are responsible for a small portion of the build time. Furthermore, following the observation that an item will be infrequently replaced, LAQy does not pack the reservoir storage with the admission state. Instead, it stores a pointer to the actual reservoir together with the admission state to reduce the footprint of the hash table data structure used to store the strata [29].

Figure 3 shows how the build time increases with an increase in the input size. Independently of the number of strata, the sampling time follows a similar trend. However, as the number of strata grows, we observe a higher sampling time, even for small input sizes. Each stratum introduces a constant allocation and initialization even if it does not reach capacity. As a result, while the input size affects the sample building time, strata initialization time, count, and random accesses to the stratum state significantly impact the sample build time, exacerbated by the total cardinality of QCS.

Key observations & predicate predictability. LAQy builds on top of two observations. First, the number of strata and tuples has the highest impact on sampling time, while per-stratum capacity has a lower impact on the build time. Second, increases in the reservoir capacity have a marginal impact on the overall sampling time while controlling the desired error bounds by obtaining sufficient sample support. LAQy takes advantage of these two observations to accelerate sampling for unpredictable predicates by exploiting patterns and overlaps present in the query predicates that reduce the penalty of mispredictions in the case of partial predicate matches.

4.2 The Cost of Predicate Unpredictability

Suppose we have the following query that we would like to approximate by creating a sample, where the input relation $T$ can be a base table or a subquery result.

\[
\text{SELECT } C1, \text{SUM(C2)} \text{ FROM } T \\
\text{WHERE } C3 > 5 \text{ [AND } C1 \text{ IN ('C1', 'C2')] } \\
\text{GROUP BY C1}
\]

If the predicate values are predictable on $C3$ and $C1$, the future queries are assumed to satisfy those conditions. This means that building a stratified sample on $QCS=[C1]$ with filters pushed down before the sampler can answer the future queries with equal or stricter, subsuming predicates.\footnote{If a sufficient sample size support exists for requested error guarantees after applying the stricter predicate [10, 2, 15].}

If the predicate values are not predictable, but predicate columns are, those columns are added to the QCS without pushing down the filters before sampling. This makes the resulting sample applicable to any predicate on those columns at the cost of a larger input and more complex stratified sampling with multiple columns in QCS. As the cost of sampling is not negligible at query execution time, the cost of more complex sampling schemes adds a prohibitive penalty. The user may be interested only in limited, yet unpredictable, dataset regions, incurring wasteful precomputation at a critical execution path. Suppose this happens if the user is interested only in specific groups in the future queries with a filter on $C1$ in brackets.

To demonstrate the impact of selecting one of the above options, Figure 4 shows the sample build time required for
creating a stratified sample for different selectivities. Section 6 provides the detailed input and hardware details. We start with a stratified sample on QCS=\{C1\} and filter pushdown on C3 (predictable predicates on QVS), which results in 450 strata. To improve the reusability of the materialized sample without any predictions about the runtime predicate values, the column C3 is added to QCS without any filter pushdown, resulting in 4950 strata (non-predictable predicates).

However, when the predicate is on a column C1 that would participate in the QCS due to being part of the GROUP BY clause, the filter can be pushed down along with adding the column to the QCS. In the best case, on the highly selective end for the newly added QCS, this approach prunes the sample input instead of making a strict decision to add the entire column to the QCS (predictable predicate on QCS).

There is up to 19-24x slowdown to create a non-predicate-specific sample, representing an average slowdown of 6.7-11x across the selectivities to resolve the predicate value unpredictably with the existing all-or-none sample matching systems and approaches. The goal is to construct a reusable sample as the highest speedup is achieved using a previously materialized sample (offline AQP) instead of online sampling. The leading cause of the predicate predictability rigidity is the strict requirement of predicate subsumption for reuse. The sample reuse dichotomy creates a clear-cut tradeoff between reusability and performance, driven by predictions instead of the actual workload with overlapping predicates.

4.3 Relaxing Sample Predicate Predictability

There is, however, a middle ground between predictable and unpredictable predicates. Consider the two queries in Figure 1 to demonstrate this. If the value for predicate on C2 is known ahead of time, the query belongs in the predictable predicate category. If that value varies, then the predicate would be considered unpredictable. Suppose a sample is materialized as a side-effect of workload. In that case, the sample can be reused if the predicates are subsumed [24], assuming enough tuples in the sample satisfy the predicate to achieve the desired error guarantees.

To our best knowledge, existing systems and algorithms opt to rebuild samples if the predicate is not fully subsumed, even if generating an online sample for the missing range [2, 6] would suffice to answer the query using the previously materialized, effectively offline sample, as in Figure 1.

We call a sample generated for the uncovered range \((x, y)\) a \(\Delta\) (delta) sample, the process of generating such sample expansion as it expands the samples’ predicate coverage, and the process of combining the reusable sample with \(\Delta\) sample merging. We call the overall sampling lazy, as it defers and relaxes the strict predictability rules as late as possible while reducing the work that samplers need to do.

Summary. Our approach relaxes the predictability requirements to improve the reuse of previously materialized samples through workload-aware methods described by prior work [2, 24]. We modify the physical sampling algorithm and obtain an equivalent logical sample with the requested characteristics. We explore the reservoir-based sampling algorithms (simple reservoir sample, stratified reservoir sampling) commonly used in systems, but mainly since merging two or multiple reservoirs preserve the characteristics of the final (reservoir) sample [33]. We propose a method that bridges offline and online sampling, complementary to the prior art.

5 Lazy Sampling with LAQy

Traditionally [2, 15], the columns in a stratified sample are split into two sets: the QCS (Query Column Set) and the QVS (Query Value Set). The QCS contains the columns that affect the participation of the rows in the output, such as columns participating in filters, join conditions, and grouping columns. The QVS has the remaining columns, such as the aggregation columns.

![Figure 5: LAQy: the relaxed sample reuse framework and steps.](image)

We describe the main steps of how LAQy relaxes the predicate requirement for sample reuse, depicted in Figure 5:

1. Starting from an approximable query, an optimizer (e.g., [15, 24]) decides on the logical sampler placement (striped green circle). The sampler can have as input base relations or subqueries in a more general case.
2. The sample store attempts to find a materialized sample with the requested characteristics of the logical sampler.
   - If there is a sample that already covers the predicate space with a subsuming predicate, we can use the existing sample if sufficient sample support exists after filtering, fully reusing the offline sample.
   - If no sample exists overlapping in predicates and requirements, online sampling is performed only.
   - If a partially overlapping sample exists, calculate the non-overlapping predicate for the \(\Delta\) query and prepare the sample for merging in the query execution pipeline. Proceed to the next step (3).
3. The predicates are pushed down the original query plan to initiate online \(\Delta\) sampling.
4. Online and offline (stratified) reservoirs are merged, producing the equivalent logical sample.

LAQy combines samples and triggers the generation of a new partial (delta) sample only for the relevant input data not covered by the existing samples. Thus, for each sample, LAQy maintains the Query Predicate, Query Input, QCS and QVS that represent the (logical) input of each sampler (the striped circle, Offline Sample in Figure 5). Making this information part of the sample description makes explicit that the sample is malleable and reusable based on specific conditions outlined in the rest of this section.
To combine two samples, LAQy relies on selecting samples that cover the area of interest but do not overlap. Consider a query predicated on $C_3 > 2$. It can be served by combining a sample on $C_3 > 5$ with a sample on $C_3 \in (2, 5]$. However, combining a sample on $C_3 > 5$ with a sample on $C_3 \in (2, 7]$ would sample tuples in the $C_3 \in (5, 7]$ range twice, introducing a bias towards those intervals – violating the per-reservoir uniformity assumption. To resolve this, LAQy extends samples by pushing down the predicates to merge reservoirs on non-overlapping predicates in QVS, reducing the sampler input as a desirable property of $\Delta$ samples.

LAQy relies on prior art that analyzes and proposes solutions for optimization rules for sampling for online AQP [15], as well as workload-based predictions and sample materializations [2, 24]. We aim to bridge and relax the dichotomy between the two approaches via flexible sample reuse. Therefore, we focus on a solution that synergetically works with the prior art and present and evaluate our contributions within reasonable starting assumptions. At either extreme, our system would run as purely online or offline sampling-based AQP system. For example, we will assume that an offline sample exists to focus on the behavior and performance of the proposed relaxed reuse via lazy sampling.

5.1 Sample Merging

Reservoir sampling is amenable to updates and maintenance while preserving the requested sample characteristics. We use the property of well-defined merge behavior to enable both the independent, data-parallel scale-up execution as well as the key contribution that relies on sample merging. Different data processing operations, such as filtering or stratification, impact the data distribution. Further, partitioning and/or splitting the data for parallelization potentially introduces additional data skew. As a result, using samples created after such operations requires careful consideration to avoid creating biased samples.

LAQy uses the weighted reservoir sampling algorithm [4] to recover a sample equivalent to a full resample of the input. Specifically, during merging, LAQy weighs the elements of the to-be-merged samples based on what proportion of the input they represent. To do so, each created sample keeps the reservoir $R$ and tracks the running sum of (importance) weights $w$ of previously qualifying elements. This allows LAQy to use the exact reservoir weights as it creates and stores samples just in time, effectively maintaining the count of the elements as the weight of each qualifying input element is one. Using these (importance) weights, LAQy calculates the new weights associated with every sample to use them further with the weighted reservoir sampling algorithm so that the elements of the merged sample have the same weight as after a full resample.

The key observation is that two independent reservoirs with their associated weights \( \{R_1, w_1\} \) and \( \{R_2, w_2\} \) can be merged to obtain \( \{R_m, w_1 + w_2\} \). Intuitively, reservoir $R_1$ represents $w_1$ tuples, $R_2$ represents $w_2$ tuples and a reservoir $R_m$ equivalent to sampling the union of original input data of $R_1$ and $R_2$ would have combined weights $w_1 + w_2$. To avoid resampling the original input data, we use the existing samples where we adjust the sampling weight from uniform to biased, as in general case weights are different, where elements of $R_1$ are selected with probability $\frac{w_1}{w_1 + w_2}$, where converse holds for elements of $R_2$ [33]. More formally, to combine reservoirs $R_1$ and $R_2$ into $R_m$, we perform weighted reservoir sampling [4] with $R_1$ and $R_2$ and their weights as input to the algorithm. The result is equivalent to performing reservoir sampling over the combined input while avoiding repeating processing and accessing the original data represented by $R_1$ and $R_2$. Therefore, merging itself does not change the properties of the obtained reservoir as it is a re-formulation of the inputs to the algorithm that is amenable to changing the input weights. Query-driven sampling and operator placement, even past expensive operations, results in samples where the error estimation framework is compatible with principles established by prior art [8, 15, 10].

Since, in general, even the reservoir sizes $k$ may differ, we introduce Scaled Proportional Sampling to further bias the weight by the ratio of $k_1$ and $k_2$, obtaining the weight factor of $\frac{k_1}{k_1 + k_2}$ to achieve proportional reservoir merge via weighted reservoir sampling of the inputs. LAQy maintains reservoirs with their weights, and the reservoir sizes are parameters known at runtime.

5.2 Issuing $\Delta$ Samples with Relaxed Predicates

LAQy differentiates between two general types of reuse across the samples: tightening and relaxing the predicates depending on the available materialized samples that may require issuing a $\Delta$ sampling query.

Conditional transition to stricter predicates happens when a sample already covers the wanted space, but the predicate of interest is stricter. We can use the existing sample under the condition that samples have enough support after the predicate pushdown to satisfy the accuracy requirements [24]. No $\Delta$ sample needs to be issued if the sample meets the condition; otherwise, a complete online sampling must be performed to satisfy the guarantees.

Relaxing predicates requires adding input tuples for predicate values not covered by an existing sample. We issue a $\Delta$ query based on the predicates to find the inverted, non-overlapping interval.

Combined tightening and relaxing is the case when predicates require tightening of the predicates on an existing offline sample and relaxing via executing the $\Delta$ sample for the missing interval. However, the sample support (of each stratum) after applying the predicate $\sigma_{predicate}(S)$ is unknown ahead of time, which may impact the (specified) expected error bounds. If strict qualifying sample support is needed, we can follow the conservative approach: an online query is subsequently executed for all the reservoirs/strata that do not have sufficient support, which performs sampling after the filter pushdown. This validates if the exact low (or lack of) support comes from the original data distribution or as the artifact of sampling. We can continue the query in a less strict setting and report the obtained error bound with the available data. One approach to reducing the probability of insufficient sample support is introducing an oversampling factor $\alpha \geq 1$ to create reservoirs sized $\alpha \cdot k$. This trades-off space for tentatively higher sample reusability in case of strict predicates, similar to how past approaches [2] create samples with different parameters $k$.

Predicate relaxing allows for building only a $\Delta$ sample on the missing value range. LAQy reduces the input to the expensive sampling operations by minimizing the necessary work at query time. We reduce the wasteful processing while taking a sampling decision as late as possible to process only the data of interest to the user, maximizing the reuse of previously materialized online or offline sampling effort.
6 Evaluating LAQy in a Scale-Up Engine

We implement LAQy in Proteus [28, 16, 7], a parallel in-memory DBMS engine. Proteus uses LLVM to generate customized code for each query, as in the prior work on JIT engines [23, 7, 29, 21]. As Proteus did not have AQP support, we extended it by 1. introducing sampler operators with the corresponding code generation routines, 2. adding a sample lifetime management module that captures the generated samples to allow reuse on subsequent queries, and 3. implementing sample merging aggregation functions and operators designed for scale-up execution.

Hardware setup. We run our experiments on a server with dual-socket Intel(R) Xeon(R) Gold 5118 CPU (2x12 cores, 2x24 threads, HyperThreading enabled) with 384GB DDR4 RAM. All the experiments run on 48 threads.

Dataset. We use the Star Schema Benchmark [25] data for our experiments, using the scale factor (SF) 1000 in a binary columnar layout. We add a unique identifier column (lo_intkey) to the lineorder table as an 8-byte integer value ranging from 0 to the number of elements in the table, randomly shuffled to enable fine-grained selectivity control without implying a specific data ordering. The necessary columns are preloaded in memory for the experiments.

In line with findings from Microsoft’s production big-data cluster [14], where authors report that 90% of the input column sets have between 1 and 6 columns, for our evaluation, we use 1 to 3 columns to produce up to 4950 strata.

Workload. We use two representative query templates to evaluate the holistic performance of online sampling in LAQy. Equation (Q1) describes a scan-heavy query where the sampler is pushed down to the scan operator. Equation (Q2) describes a query with a random-access pattern due to joins with dimension tables that enable sampling and stratifying on other meaningful dimensions, where the sampler is placed higher in the query plan. For both queries, we control and report the selectivity over the fact table (lo_orderdate) via the lo_intkey attribute.

```sql
SELECT AGG() FROM lineorder
WHERE lo_intkey BETWEEN(lower AND upper) (Q1)
GROUP BY lo_orderdate

SELECT AGG() FROM lineorder, date, supplier, part
WHERE lo_intkey BETWEEN(lower AND upper)
AND s_region="AMERICA" AND p_category="MFGR#12"
AND ... (JOIN) GROUP BY (d_year,p_brand1) (Q2)
```

Figure 6: Cumulative processing time breakdown.

Figure 7: Long query sequence, cumulative execution time.

6.1 Reducing the Cost of Online Sampling

LAQy benefits from reuse opportunities due to overlapping predicates, which enable lazy sampling speedup. In concrete terms, we first present the breakdown of the cumulative processing time of Q1 in Figure 6. First, scan time is lower in the case of LAQy due to detecting full sample reuse opportunities. Second, the processing time (excluding scan) is lower due to lazy sampling and issuing only required Δ samples. Finally, there is a negligible merge overhead to produce an equivalent sample since merging the reservoirs operates over the data samples.

6.2 Efficient & Reusable Sampling with LAQy

In case there is a good workload prediction, offline sampling methods have the potential to create a reusable set of samples. In case the workload is unpredictable or evolving, our approach reduces the misprediction penalty by creating additional samples only over the queries and data relevant to the user - which is definitely known at runtime. We conclude the experimental analysis of LAQy by observing the big picture of cumulative execution time.

6.2.1 Long-running sequence: high reuse

Lazy sampling can achieve the cost effectively below the scan time for samplers pushed down to the base relations (Figure 7a). This is due to combining offline sample use that does not require a scan and progressively creating missing sample components. Equally, this could be the case of a good workload prediction where slight predicate deviations occur that our approach can gracefully fix. In a scan-heavy query, regular online sampling is slower than the exact counterpart, as it introduces sample processing overhead on top of the input coming in at a memory-bandwidth rate (scan).
Similarly, when the sampler is placed further up in the query plan as in Figure 7b, the combined savings from full offline reuse and selectivity-driven partial reuse enable expensive online sampling costs to be reduced to a scan. Online sampling cost is the same as the exact execution since the input to both operators has a lower throughput due to preceding joins, where additional online sampling processing is masked with the input data rate.

### 6.2.2 Short-running sequence: adapting to change

With moderate reuse opportunity, LAQy enables lazy sampling between the scan and the input rate defined by the preceding operator(s). In particular, when the sampler is fully pushed down, the lazy sampling enables cumulative execution time comparable to sequential scan (Figure 8a). Otherwise, the cumulative cost of lazy sampling is between the scan and the input rate of input operators, reducing both the impact of random data access patterns of preceding operations and the sampling cost through delta sampling and predicate pushdown synergetically, as we show in Figure 8b.

**Takeaway:** LAQy enables sampling methods to convert the dichotomy of reuse based on full match into a flexible spectrum based on partial matching. As a result, LAQy expands the applicability of existing sampling schemes to a greater query set with a minimal processing overhead.

### 7 Related Work

Approximate query processing has been of interest over the years as a method to trade-off accuracy for reduced execution times and has found applications in interactive data exploration [18], data visualization [17], cardinality estimation for query optimization [11], and in novel execution schemes such as speculative execution [31, 13].

The prior work and research in the field of AQP is vast and covers the theory, systems, operators, and approximation schemes [8], well summarized in a survey [19]. We limit the scope of our paper to sampling-based approximations in the context of modern scale-up analytical systems, and we briefly present the related work.

**Offline AQP systems** [26, 2, 12, 20] build samples and data summaries ahead of time, based on assumptions of knowing the future workload and static or slowly changing data. However, when an adequate sample is unavailable, fallback to regular execution or online sampling is often necessary, reducing the expected speedups. LAQy uses the previously created samples to avoid extensive sample creation and to reduce the size of new samples. As a result, LAQy’s continuous sample creation increases the potential of having the required sample ready and thus brings online approximation methods closer to the benefits of offline ones.

**Online AQP systems** [15, 14] perform sampling at runtime and offer speedup through data reduction by injecting samplers at data-intensive parts of the query plan. As the original data needs to be processed, such systems provide lower speedups than their offline counterparts. Furthermore, they do not exploit workload patterns that may speed up future queries through sample reuse. In contrast, LAQy’s aggressive sample caching methodology reduces the overhead of online sampling to only online sampling for the newly created delta sample.

**Hybrid AQP systems** combine online and offline AQP techniques. Taster [24] proposes adapting to the workload by materializing offline samples relevant to the recent window of queries and otherwise performing online approximations. Taster makes a coarse-grained decision about full sample matches and does not explore the opportunity of partial sample reuse. LAQy exploits the overlap between required (unpredictable) and materialized (predictable) sample sets in exploratory workloads to reduce the sample creation time.

**Model updates and concept drifts.** The ubiquitous nature of volatile data has motivated research in machine learning and theoretical approaches to detect and update out-of-date models [9, 32, 1, 33, 4] where new data are monitored to detect when the input data distribution has significantly shifted from the maintained model. When this happens, the online model is retrained or incrementally updated.

### 8 Conclusion

The reuse dichotomy between the predictable predicates used by offline sampling to speculate on the useful samples and the online sampling, which pays the performance cost of unpredictability in ad-hoc queries, imposes a steep performance penalty, even if an overlapping sample exists. We propose bridging this gap by relaxing the sample reuse requirements and allowing partial sample reuse. We increase the utility of the samples created using the assumption of predictability and pay only the necessary cost to perform online sampling due to the predicate unpredictability. Our lazy sampling approach adapts to the changes in query predicates and improves performance proportionally to the reuse savings. In effect, lazy sampling allows flexible data access and computation reuse without reprocessing the full, original data input. As the data volume continues to grow, and in conjunction with modern, efficient, and hardware-conscious data management systems, to enable faster and more interactive analytical queries or speculative execution opportunities, judicious and reuse-aware sampling becomes an ever-important part of efficient approximations in modern analytical engines.
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Data integration has been a long-standing challenge for data management. It has recently received significant attention due to at least three main reasons. First, many data science projects require integrating data from disparate sources before analysis can be carried out to extract insights. Second, many organizations want to build knowledge graphs, such as Customer 360s, Product 360s, and Supplier 360s, which capture all available information about the customers, products, and suppliers of an organization. Building such knowledge graphs often requires integrating data from multiple sources. Finally, there is also an increasing need to integrate a massive amount of data to create training data for AI models, such as large language models.

Integrating data from different sources often requires matching: deciding whether two data elements are “semantically the same”, where “data elements” can be strings, tuples, columns, etc. Numerous matching tasks have been studied. Well-known examples include string matching, entity matching (which matches tuples), schema matching (which matches columns), ontology matching, entity linking, entity alignment, and column type annotation.

Over the past 40 years, these matching tasks have been intensively studied in many research communities (including databases, AI, Web, Semantic Web, and KDD). Significant progress has been made, and today there is a general consensus on the overall architecture to solve these tasks.

Consider the problem of matching two sets $A$ and $B$, which contain data elements of the same type (such as strings, tuples, or columns). State-of-the-art solutions typically solve this problem in two steps: blocking and matching. Considering all pairs in the Cartesian product of $A$ and $B$ is often impractical, so the blocking step uses heuristics to quickly discard pairs $(a \in A, b \in B)$ that are unlikely to match (e.g., people living in different cities). The matching step focuses on the remaining pairs, and applies a rule- or learning-based matcher to each pair to predict match/no-match.

The highlighted Unicorn paper focuses on the matching step. It starts with the observation that, despite decades of work, today within an organization people are still likely to solve the matching tasks separately. For example, they may use three separate labeled data sets to train three matchers to match strings, tuples, and columns, respectively. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Copyright 2024 ACM 0001-0782/24/0X00 ...$5.00.

Inspired by recent progress in deep learning, the paper asks: can we unify these tasks, i.e., train a single matcher to match all kinds of data elements, such as strings, tuples, and columns, as well as new unseen types of data elements?

The paper shows that this is indeed possible, and describes an elegant solution architecture based on recent progress in deep learning. To match a pair $(a \in A, b \in B)$, the solution first serializes the pair into a textual sequence, then uses a pre-trained language model to map the sequence into an embedding vector. Next, the solution transforms the vector using a neural-network mixture-of-expert model, then applies a binary classifier to output a probability that the input pair is a match. The parameters of the neural-network based architecture are trained using the labeled data sets of “all” available matching tasks. Extensive experiments with 20 data sets over seven matching tasks show the promise of the proposed solution.

Thus, the Unicorn paper introduces the first solution that can solve the matching step of a wide variety of matching tasks. The paper correctly observes that this can enable learning across the matching tasks (because the solution is trained on the union of the labeled data sets of all tasks), and that the solution can be used to solve new matching tasks where no labeled data is yet available (a.k.a., zero-shot matching).

In addition, the paper raises a number of interesting questions. First, does this mean we now just need a single matching solution per organization? Probably not, because organizations often have use cases that require the data to be labeled differently. For example, two products may be declared a match in the context of customer service, yet not in the context of marketing. Yet, the possibility of being able to unify most matching solutions is intriguing and worth exploring further.

Second, even if we assume that an organization still needs multiple matching solutions, there still seems to be significant value in developing a single solution that can match a wide variety of tasks and can perform zero-shot matching. Perhaps this solution can be quickly customized (e.g., fine tuned) to help match a particular use case. How to do this is a topic of potentially great interest to both academia and industry.

Finally, while the paper has demonstrated the promise of a single unifying solution, how to make such a solution scalable and accurate for a very large amount of data – a scenario that is very common in practice – is still unclear, and is likely to motivate a lot of follow-up work.
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ABSTRACT

Data matching, which decides whether two data elements (e.g., string, tuple, column, or knowledge graph entity) are the “same” (a.k.a. a match), is a key concept in data integration. The widely used practice is to build task-specific or even dataset-specific solutions, which are hard to generalize and disable the opportunities of knowledge sharing that can be learned from different datasets and multiple tasks. In this paper, we propose Unicorn, a unified model for generally supporting common data matching tasks. Building such a unified model is challenging due to heterogeneous formats of input data elements and various matching semantics of multiple tasks. To address the challenges, Unicorn employs one generic Encoder that converts any pair of data elements (a, b) into a learned representation, and uses a Matcher, which is a binary classifier, to decide whether a matches b. To align matching semantics of multiple tasks, Unicorn adopts a mixture-of-experts model that enhances the learned representation into a better representation. We conduct extensive experiments using 20 datasets on 7 well-studied data matching tasks, and find that our unified model can achieve better performance on most tasks and on average, compared with the state-of-the-art specific models trained for ad-hoc tasks and datasets separately. Moreover, Unicorn can also well serve new matching tasks with zero-shot learning.

1. INTRODUCTION

Data matching generally refers to the process of deciding whether two data elements are the “same” (a.k.a. a match) or not, where each data element could be of different classes such as string, tuple, column, etc. Data matching, as a core concept in data integration [10] and data preparation [7], includes a wide spectrum of tasks. In this paper, we consider common data matching tasks, including entity matching, entity linking, entity alignment, string matching, column type annotation, schema matching, and ontology matching.

Due to their importance, almost all the aforementioned matching tasks have been extensively studied in both database and machine learning communities, and still remain to be important research topics. Traditional wisdom to solve the matching tasks is to build task-specific or even dataset-specific (machine learning) models [27, 24, 8, 42], which are referred to as specific models. However, these specific models do not facilitate knowledge sharing across different tasks or datasets. For example, the knowledge learned by a column type annotation model (e.g., TURL [8]) cannot be shared with an entity matching model (e.g., Ditto [24]) due to different neural network designs, although very likely the two models can help each other. Moreover, training (or fine-tuning) each model for each task or dataset usually needs a huge amount of labeled data, which is time and effort consuming to obtain. For example, DeepMatcher [27] and Ditto [24] have to be fine-tuned on a new training dataset with hundreds of labeled matching/non-matching pairs.

In this paper, we propose Unicorn, a unified model to support multiple data matching tasks, as shown in Figure 1. Compared with the previous specific models, Unicorn has the following key innovations.

1. Task unification that generalizes task-specific solutions into one unified model, thus achieving lower maintenance complexity and smaller model sizes, compared with specific models.

2. Multi-task learning [44, 6] that enables the unified model to learn from multiple tasks and multiple datasets to make full use of knowledge sharing, which even outperforms specific models trained only on their own datasets separately.

3. Zero-shot prediction [31, 40] that allows the model to make predictions for a new task or a new dataset with zero labeled matching/non-matching pairs.

Although several unified models have been recently studied in the machine learning community [1, 33, 34], building such a unified model for supporting multiple data matching tasks is challenging. Firstly, data elements in the matching tasks can take heterogeneous formats, such as tuples and columns in tabular data, entities in knowledge graphs, and plain text, which will increase the difficulty of task unification. Secondly, each data matching task may have its unique matching semantics, making it non-trivial to enable knowledge sharing among multiple tasks.
2. PROBLEM: DATA MATCHING TASKS

2.1 Data Elements

In this paper, we consider a data element as a basic unit of information in data integration, which has a unique meaning. We consider five types of data elements.

String. A string is a sequence of words, which could be a noun or a natural language sentence, denoted as \(\langle\text{word}\rangle_{1 \leq i \leq k}\).

Tuple. A tuple is a row contained in a table, consisting of a set of attribute-value pairs \({\langle\text{attr}, \text{val}\rangle}_{1 \leq i \leq k}\), where \(\text{attr}\) and \(\text{val}\) are respectively the \(i\)-th attribute name and value of the tuple.

Column. A column is a set of values \({\text{val}}_{i=1}^{k}\) of a particular attribute \(\text{attr}\) within a table, one value for each row of the table.

Ontology. An ontology identifies and distinguishes hierarchical concepts and the relationships among the concepts. An ontology is formalized as a tree structure \(\text{ont} = \{\text{node}, \text{node}_p, \}_{1 \leq i \leq k}\), where \(\text{node}_p\) is the parent of \(\text{node}\). The unique node, which does not have a parent node, is called the root node.

Knowledge Graph Entity. A knowledge graph entity (or KG-entity for short) describes a real-world entity, such as people, places, and things, in a knowledge graph. Formally, a knowledge graph (KG) is defined as a graph structure \(\text{KG} = \langle E, R, A, V, T, P_n \rangle\), where \(\text{ent} \in E\), \(\text{rel} \in R\), \(\text{attr} \in A\), and \(\text{val} \in V\) represent an entity, a relation, an attribute, and an attribute value respectively. Moreover, \(\langle\text{ent}, \text{rel}_a, \text{ent}_b\rangle \in T\), \(\langle\text{ent}, \text{val}\rangle \in P_n\) denotes an attribute-value pair.

2.2 Data Matching

Let \(A = \{a_1, \ldots, a_n\}\) and \(B = \{b_1, \ldots, b_m\}\) be two sets of data elements. The problem of data matching is to find all the pairs \((a_i, b_j) \in A \times B\) that are matched, where the semantic of whether \((a_i, b_j)\) is matched depends on the specific data matching tasks. We consider the following seven common types of data matching tasks. For each task, we describe the existing solutions and our formal definitions.

(1) **Entity matching** refers to the task of determining whether two different tuples from two tables refer to the same real-world object \([13, 5]\), which is formalized as determining whether a (Tuple, Tuple) pair matches or not.

(2) **Entity linking** refers to the task of determining whether a mention in a table refers to the same object with a KG-entity in a knowledge base. A mention is represented by a tuple that contains multiple attributes. Formally, given a pair of (Tuple, KG-Entity), one needs to deduce whether they are matched or not.

(3) **Entity alignment** refers to a task of determining whether a pair of two KG-entities (KG-Entity, KG-Entity), typically from different knowledge graphs (e.g., DBPedia and YAGO), are the same real-world object.

(4) **String matching** refers to the task of determining whether two strings (String, String) from two data sources are semantically the same or not.

(5) **Column type annotation** determines the semantic types of a column in a table, which is formalized as determining whether a (Column, Ontology) pair matches or not.

---

**Contributions.** We make the following contributions.

(1) As far as we know, **Unicorn** is the first unified multi-tasking matching model for data integration. We formally define the problem of data matching tasks and introduce an overview of the **Unicorn** framework.

(2) We develop effective techniques for two key modules in the **Unicorn** framework, *i.e.*, a unified representation learning method for the **Encoder** module, and effective methods for the **Mixture-of-Experts** layer.

(3) Extensive experiments using 20 datasets for the 7 common data matching tasks show that **Unicorn**, as a unified model, outperforms the state-of-the-art specific models on most tasks and on average.

(4) We make a unified benchmark for multiple data matching tasks available at Github. We publish the source code of **Unicorn**, and provide the trained **Unicorn** model with multi-task learning in Hugging Face, so that researchers and practitioners can either use it out-of-the-box, or fine-tune it for specific tasks.

---

https://github.com/ruc-datalab/Unicorn
https://huggingface.co/RUC-Datalab/unicorn-plus-v1
(6) **Schema matching** determines the correspondences between columns of two schemata from different tables. A typical schema matching solution requires to determining whether a (Column, Column) pair matches or not.

(7) **Ontology matching** finds correspondences between semantically related entities from different ontologies, formalized as determining if an (Ontology, Ontology) pair matches.

3. **A Unified Matching Framework**

3.1 **An Overview of Unicorn**

Unicorn offers a unified approach to multi-tasking data matching, characterized by two main advantages:

1. **Task unification** standardizes task-specific solutions into a unified framework, achieving lower development complexity, smaller model sizes and easier adaption of new tasks.

2. **Multi-task learning** [44, 6] enables the possible opportunities of **knowledge sharing** among different data matching tasks compared with training each task separately.

As depicted in Figure 2, Unicorn unifies multiple data matching tasks into a **text-to-prob format**, offering flexibility and extensibility in handling diverse tasks. It achieves this through input serialization of any data element pair \((a, b)\) into a text sequence and outputs a probability \(\hat{y}\) indicating the likelihood of a match. Unicorn comprises three core modules: **Encoder**, **Mixture-of-Experts**, and **Matcher**, each playing a crucial role in the unified data matching process.

**Input: Multiple Data Matching Tasks.** Instead of considering an individual data matching task, Unicorn takes as input a collection of data matching tasks, denoted as \(T = \{T_i\}\). In particular, each task \(T_i = (A_i, B_i, \tau_i, D_i)\) is composed of two sets of data elements to be matched, i.e., \(A_i\) and \(B_i\), and \(\tau_i\) is the type of task \(T_i\) (see Section 2 for the supported task types). \(D_i \subset A_i \times B_i \times \{0, 1\}\) is a set of labeled examples, each of which denotes whether a pair of elements \((a, b)\) is a match (i.e., label 1) or a non-match (i.e., label 0). Figure 2 (a) shows three example data matching tasks, i.e., entity matching over \(A_1\) and \(B_1\), entity linking over \(A_2\) and \(B_2\) and schema matching over \(A_3\) and \(B_3\). Note that Unicorn is extensible that new task types can be easily supported.

**Encoder: The Input Layer.** Given an element pair \((a, b)\) from any data matching task (e.g., Figure 2 (a)), the aim of Encoder is to first serialize the pair into a **text sequence**, and then map the sequence into a high-dimensional vector-based representation \(x\), i.e.,

\[
x = F(x) = F(S(a, b)),
\]

where \(S(\cdot)\) is a generic function for serializing any data element pair \((a, b)\) from the matching tasks in \(T\) into a text sequence, and \(F(\cdot)\) is a pre-trained language model (PLM) for deriving high-dimensional feature vectors from the serialized sequences. See Section 3.2 for details.

**Mixture-of-Experts: The Intermediate Layer.** Although all the pairs from different tasks are mapped into one feature space, the distributions of their representations may not be aligned, as shown in Figure 2 (b). Consequently, it is hard to train a good Matcher.

To address the problem, we introduce an intermediate layer **Mixture-of-Experts (MoE)** [26, 35, 32, 22] to align the representations of different tasks, such that a good Matcher is easier to learn, as shown in Figure 2 (c). The basic idea is to transform original features of the pairs into an aligned feature space, i.e., \(x' = \text{MoE}(x)\). See Section 3.3 for details.

**Matcher: The Output Layer.** Given the representation \(x'\), the **Matcher** is a binary classifier, which takes a vector \(x'\) as input and outputs its probabilities \(\hat{y}\) of matching. For Matcher, MLP is the most common choice used in existing deep learning-based classifier (e.g., DeepER [14] and Ditto [24]), which is denoted as \(\hat{y} = M(x')\).

**Multi-task Training.** We adopt multi-task supervised learning [44, 6] to train Unicorn, using labeled match/non-match examples coming from all tasks in \(T\). Specifically, we union all the labeled element pairs in \(T\) to generate a training set \(\mathcal{D} = \bigcup_{i} \mathcal{D}_i\), and train the three modules of Unicorn in an end-to-end manner.

**Data Matching Prediction.** After multi-task training over all the tasks in \(T\), Unicorn can support the following prediction scenarios.

1. **Unified Prediction on Existing Tasks.** In this scenario, we use Unicorn to predict the test set \(\mathcal{D}^{\text{test}}_i\) of any task \(T_i \in T\). Note that \(\mathcal{D}^{\text{test}}_i\) is unlabeled and disjoint with the training set \(\mathcal{D}_i\) of \(T_i\).

2. **Zero-Shot Prediction on New Tasks.** We can also use Unicorn to predict a new task \(T\), which is not included in \(T\), with a zero-shot setting [31, 40] such that the pairs in the new task have zero labels.

3.2 **The Encoder Module**

Our approach is inspired by recent developments in unified NLP frameworks. We propose serializing all data matching tasks into text format and then using a unified PLM for encoding. This section aims to determine the optimal format for unifying different matching tasks and identify the most effective unified PLM, overcoming the limitations of using different PLMs for various tasks.

3.2.1 **Pair-to-Text Serialization**

PLMs are natural choices for encoders, which typically take a sequence of tokens as input. Hence, we propose to serialize a pair of data elements \((a, b)\) into a sequence of tokens (like Ditto [24]) as:

\[
x = S(a, b) = [\text{CLS}] S(a) [\text{SEP}] S(b) [\text{SEP}]
\]

where \([\text{CLS}]\) is a special token to indicate the start of the sequence, the first \([\text{SEP}]\) is a special token to separate the sequence of element \(a\) (i.e., \(S(a)\)) and the sequence of element \(b\) (i.e., \(S(b)\)), and the last \([\text{SEP}]\) token is used to indicate the end of the sequence.

Next, we will describe how to serialize each type of the data elements.

**String serialization.** Given a string \(\text{str}\) with words \(\{\text{word}_1\}_{1 \leq i \leq k}\), we use the WordPiece tokenization algorithm, like BERT [9], to serialize \(\text{str}\) into a sequence of sub-words (tokens) as \(S(\text{str}) = \text{token}_1 \cdots \text{token}_k\).

**Tuple serialization.** Given a tuple \(\text{tup}\) with attribute-value pairs \(\{(\text{attr}_i, \text{val}_i)\}_{1 \leq i \leq k}\), we serialize it into a sequence as \(S(\text{tup}) = \{\text{ATT}\} \text{attr}_1 \{\text{VAL}\} \text{val}_1 \ldots \{\text{ATT}\} \text{attr}_k \{\text{VAL}\} \text{val}_k\), where \(\{\text{ATT}\}\) and \(\{\text{VAL}\}\) are two special tokens for specifying attributes and values respectively.

**Column serialization.** Given a column \(\text{col}\) with an attribute name and values \(\{(\text{attr}, \{\text{val}\}_1)\}_{1 \leq i \leq k}\), we concatenate the attribute name and values of a whole column and serialize it.
Figure 2: An overview of our proposed Unicorn framework. (a) Unicorn learns from multiple data matching tasks or datasets. (b) A generic Encoder converts any pair of data elements \((a, b)\) into a representation in the form of a high-dimensional vector. (c) A Mixture-of-Experts layer aligns matching semantics of multiple tasks by enhancing the learned representation into a better representation. Based on the representation, a Matcher, i.e., a binary classifier, decides whether a matches \(b\).

Figure 3: A generic pair-to-text serialization that serializes pairs from data matching tasks into text sequences.

as \(S(\text{col}) = [\text{ATT}] \ a t t r \ [\text{VAL}] \ v a l_1 \ v a l_2 \ldots v a l_k\). Note that, in the case of too many values in the column, we randomly select a proportion of the values.

Ontology serialization. Given a tree-based ontology \(\text{ont}\) and a specific \(\text{node}_d\) in the ontology, we represent it as a sequence by concatenating all nodes in the path from root to \(\text{node}_d\) as \(S(\text{node}_d) = \text{node}_d \ \text{node}_e \ldots \text{node}_k\).

KG-entity serialization. Given a KG-entity, which is also denoted as a subject entity \(\text{sub}\) in the knowledge graph, it has not only some attribute values \(\{(\text{attr}_i, \text{val}_i)\}_{1 \leq i \leq k}\), but also some relational triples with other entities \(\{(\text{sub}, \text{rel}_i, \text{obj}_i)\}_{1 \leq i \leq m}\). Based on the structure, we serialize the KG-entity \(\text{sub}\) into sequence

\[
\begin{align*}
S(\text{sub}) = [\text{ATT}] \ a t t r_1 \ [\text{VAL}] \ v a l_1 \ldots [\text{ATT}] \ a t t r_k \ [\text{VAL}] \ v a l_k \\
[\text{TRI}] \ \text{sub} \ \text{rel}_1 \ \text{obj}_1 \ldots [\text{TRI}] \ \text{sub} \ \text{rel}_m \ \text{obj}_m,
\end{align*}
\]

where \(\text{TRI}\) is a special token for specifying relational triples.

Figure 3 depicts the examples of serialized sequences for all data element pairs from the seven matching tasks.

Zero-shot Instruction. For using Unicorn in zero-shot pre-diction on new tasks, we further utilize instruction \([39, 41]\) to improve the performance. Specifically, we develop a simple task-agnostic instruction for data matching tasks in this paper. The basic idea is to define an appropriate natural language template to make downstream matching tasks conforming to the natural language form of pre-training tasks.

3.2.2 Representation Learning of Serialized Pairs with Pre-trained Language Models

Representative PLMs include BERT \([9]\), RoBERTa \([25]\), and DeBERTa \([19]\). A key challenge in Unicorn is to support structure-aware encoding, where tokens in serialized sequences carry specific structural information. For example, in entity alignment, the serialized sequence \(S(a_i, b_j) = [\text{CLS}] \ \text{Zen-Studios} \ [\text{ATT}] \ \text{numberOfEmployees} \ [\text{VAL}] \ 50 \ [\text{TRI}] \ \text{Zen-Studios} \ [\text{product}] \ \text{Pinball-FX} \ [\text{ATT}] \ \text{inception} \ [\text{VAL}] \ 2003 \ [\text{TRI}] \ \text{Zen-Studios} \ [\text{headquarters}] \ \text{Budapest} \ [\text{ATT}] \ [\text{catalog}] \ \text{cornell College-of-Engineering Earth-and-Atmospheric-Sciences} \ [\text{SEP}] \ \text{catalog-washington College-of-Arts-and-Sciences}

3.3 The Mixture-of-Expert Module

The Mixture-of-Experts (MoE) layer’s objective in Unicorn \([35, 16, 22]\) is to map various task distributions to a shared distribution. By integrating MoE, Unicorn supports multiple data matching tasks with diverse semantics and formats, and can be adapted to new tasks.

Formally, \(\text{MoE}(x) : \mathbb{R}^{d_1} \rightarrow \mathbb{R}^{d_2}\) transforms an original feature vector \(x \in \mathbb{R}^{d_1}\) to a new vector \(x' \in \mathbb{R}^{d_2}\). The common
3.3.2 MoE Optimization for Expert Routing

Training MoE faces the challenge of input vectors \( \{x\} \) favoring a few Experts over others, affecting performance. To tackle this, we introduce an optimization strategy for Expert routing, addressing two objectives: (1) ensuring balanced use of all Experts across the training set, inspired by Sparsely-Gated MoE [35], and (2) assigning specific experts to specific training pairs for better performance.

To achieve balanced utilization, we calculate an Expert utilization vector \( u \) (Equation (7)) and a load balancing loss \( L_{\text{bal}} \), which is the squared coefficient of variation of \( u \):

\[
u = \left( \sum_{x \in D} g_1 \right) + g_2 + \cdots + g_k,
\]

where \( \sum_{x \in D} g_i \) is the sum of gating weights for Expert, on all the training examples in \( D \).

\[
L_{\text{bal}} = \frac{\sigma(u)}{\mu(u)}^2
\]

where \( \sigma(u) \) and \( \mu(u) \) are respectively standard deviation and mean of the utilization vector \( u \).

For the second objective, we calculate the entropy of the gating vector \( g \) for each training example, defining an entropy loss function \( L_{\text{ent}} \):

\[
L_{\text{ent}} = E(g(x', y)) + \sum_{i=1}^{k} g_i \log(g_i)
\]

The new loss function for training Unicorn is:

\[
L_{\text{new}} = L + L_{\text{bal}} + L_{\text{ent}}
\]

4. EXPERIMENTS

4.1 Experimental Setup

Dataset & Metrics. Recall that Unicorn so far supports seven types of common data matching tasks (see Section 2), including entity matching, entity linking, entity alignment, string matching, column type annotation, schema matching, and ontology matching. We use widely-recognized datasets for evaluation, and the details of datasets and evaluation metrics are listed in Table 1.

Implementation Details of Unicorn. For the PLMs, we use the pre-trained base size checkpoints directly on the Hugging Face. For DeBERTa-base models, they use 12 transformer layers and output a 768 dimensional hidden embedding. For the MoE layer, we choose expert number from 2 to 15, and set hidden dimensions of gate and output size of experts from \( \{384, 768, 1024\} \) according to the performance of validation set. A single fully connected layer is used for Matcher to output matching probabilities. We choose learning rate from \( \{3e-5, 3e-6\} \), set batchsize as 32, and use maximum epoch number as 10.

4.2 Evaluation on Unified Prediction

This section presents the experimental results for unified prediction evaluation (see Section 3). We train a shared model Unicorn via multi-tasking over all training sets and report performance on various test sets. Due to the space limit, we omit the empirical study of evaluating different PLMs, and only report the result: we find that DeBERTa is the most suitable encoder for Unicorn, which requires structure-aware encoding and high generalization.
Table 1: Dataset Statistics, where |A| (or |B|) is the number of data elements in set A (or B) in each task, # Matches (# Non-Matches) is the number of matches (non-matches) in the labeled set D of the task.

| Task Type | Metric | Task | |A| | |B| | # Matches | # Non-Matches |
|-----------|--------|------|-----|-----|-----------------|
| EM (Entity Matching) |        | Walmart-Amazon (WA) | 2,554 | 22,074 | 962 | 9,280 |
| |        | DBLP-Scholar (DS) | 2,646 | 64,263 | 5,347 | 23,360 |
| |        | Tzafestas-Zagats (TZ) | 533 | 331 | 110 | 836 |
| |        | Amazon (LA) | 6,907 | 55,923 | 132 | 407 |
| |        | Beer (BE) | 4,345 | 3,900 | 68 | 382 |
| CM (Column Type Annotation) | Acc. | Ethnologue (E) | 620 | 31 | 620 | 18,600 |
| |        | T2D (T2D) | 383 | 37 | 383 | 13,788 |
| |        | Lamaye (Lam) | 174 | 27 | 179 | 4,519 |
| EL (Entity Linking) |        | T2D (T2D) | 11,600 | 26,025 | 20,666 | 131,945 |
| |        | Lamaye (Lam) | 659 | 4,166 | 1,447 | 30,020 |
| SM (String Matching) | Acc. | Address (Ad) | 24,609 | 29,634 | 9,856 | 1,062 |
| |        | Names (Na) | 10,341 | 15,386 | 5,132 | 2,763 |
| |        | Researchers (Re) | 8,342 | 43,549 | 4,556 | 4,767 |
| |        | Product (Pr) | 2,584 | 22,074 | 1,154 | 79,410 |
| |        | Citation (Ci) | 2,619 | 64,263 | 5,347 | 34,332 |
| EA (Entity Alignment) | Hits63 | SRPES: DBP-YG (SYG) | 15,000 | 15,000 | 15,000 | 38,891 |
| |        | SRPES: DBP-WD (SYG) | 15,000 | 15,000 | 15,000 | 38,492 |

Figure 5: Visualization of average utilization weights of the Experts in each task. (a) For Unicorn with typical MoE, all tasks mainly use the first four Experts, while the weights of the Experts are even. (b) For Unicorn++ with optimized MoE, the distinction of the Experts is more obvious.

Exp-1: Which strategy performs well in Mixture-of-Experts of Unicorn?

Table 2 summarizes the results for all tasks. We compare three variants: Unicorn w/o MoE (only an Encoder and a Matcher), standard Unicorn (with an Encoder, a MoE layer, and a Matcher), and Unicorn++ (an optimized Unicorn with MoE for Expert routing, see Section 3.3.2).

The experimental results show Unicorn and Unicorn++ outperform Unicorn w/o MoE, highlighting the effectiveness of the MoE layer. Specifically, Unicorn++ yields the best results across most tasks, demonstrating the benefits of Expert routing. We analyze the Experts’ average utilization weights using heatmaps in Figure 5. For Unicorn, all tasks predominantly utilize the first four Experts with evenly distributed weights (Figure 5 (a)). In contrast, Unicorn++ shows a clearer distinction among Experts (Figure 5 (b)), with similar tasks aggregating to specific experts (e.g., EA tasks to Expert 1, CTA tasks to Expert 2). This indicates the efficacy of our optimization, which includes additional loss functions in Equation (10).

Finding 1: The MoE intermediate layer is helpful for Unicorn, while our MoE optimization for Expert routing further improves the overall performance.

Exp-2: How does a unified model Unicorn (i.e., trained using labeled datasets from multiple tasks) compare with specific models (i.e., each model is separately trained for only one task)?

We compare our method with the previous SOTA methods in Table 2, where previous SOTA shows the results of the best task-specific model, which are reported by the existing papers, for each corresponding task.

The experimental results show that our unified model (i.e., Unicorn and Unicorn++) outperforms the previous SOTA methods in 15 out of 20 tasks. On average, Unicorn++ achieves a score of 94.56, compared to the previous SOTA’s 91.84. Moreover, another advantage of our approach is the significantly reduced model size due to task unification: 147M for Unicorn (comprising 139M for DeBERTa-base and 8M for MoE layer) versus 995.5M for previous SOTA methods, where we compute the number of parameters of models to measure the model size.

The performance superiority of Unicorn is attributed to its multi-task learning that enables the unified model to learn from multiple tasks and multiple datasets to make full use of knowledge sharing.

Finding 2: Our unified model achieves better performance on most datasets and on average, compared with the SOTA specific models trained for ad-hoc and datasets separately.

4.3 Evaluation on Zero-Shot Prediction

Exp-3: How does Unicorn perform on unseen tasks with a zero-shot setting?

We evaluate the zero-shot capability of our unified model Unicorn. For each task type, we randomly choose one task as new unlabeled task for testing, and only use the remaining tasks for multi-task training of Unicorn. As shown in Table 3, the results of Unicorn with zero label are comparable with previous SOTA methods with many labels.

Finding 3: Unicorn can be effectively applied to new tasks in a zero-shot setting such that pairs in the new task are unlabeled.

Exp-4: Whether our proposed MoE and instruction techniques are helpful in the zero-shot setting?
Table 2: The Overall Result for Unified Prediction. Unicorn w/o MoE is a variant of Unicorn that has no MoE layer. Unicorn is our proposed framework with Encoder, MoE and Matcher. Unicorn++ is improved with MoE optimization for Expert routing.

<table>
<thead>
<tr>
<th>Type</th>
<th>Task</th>
<th>Metric</th>
<th>Unicorn w/o MoE</th>
<th>Unicorn</th>
<th>Unicorn++</th>
<th>Previous SOTA (Paper)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM</td>
<td>Walmart-Amazon</td>
<td>F1</td>
<td>95.11</td>
<td>91.72</td>
<td>96.03</td>
<td>86.76 (Ditto [24])</td>
</tr>
<tr>
<td></td>
<td>DBLP-Scholar</td>
<td>F1</td>
<td>95.38</td>
<td>95.64</td>
<td>96.32</td>
<td>95.07 (Ditto [24])</td>
</tr>
<tr>
<td></td>
<td>Fodors-Zagats</td>
<td>F1</td>
<td>97.78</td>
<td>96.14</td>
<td>98.18</td>
<td>97.96 (Ditto [24])</td>
</tr>
<tr>
<td></td>
<td>T2D-Amazon</td>
<td>F1</td>
<td>91.44</td>
<td>96.43</td>
<td>98.18</td>
<td>96.27 (HNN+P2Vec [2])</td>
</tr>
<tr>
<td></td>
<td>Beer</td>
<td>F1</td>
<td>90.32</td>
<td>90.32</td>
<td>87.5</td>
<td>91.37 (Ditto [24])</td>
</tr>
<tr>
<td>CTA</td>
<td>Effthymiou</td>
<td>Acc.</td>
<td>98.08</td>
<td>98.44</td>
<td>98.44</td>
<td>90.4 (TURF [8])</td>
</tr>
<tr>
<td></td>
<td>T2D</td>
<td>Acc.</td>
<td>98.81</td>
<td>99.14</td>
<td>99.21</td>
<td>96.6 (HNN+P2Vec [2])</td>
</tr>
<tr>
<td></td>
<td>Limaye</td>
<td>Acc.</td>
<td>96.11</td>
<td>96.75</td>
<td>97.32</td>
<td>96.8 (HNN+P2Vec [2])</td>
</tr>
<tr>
<td>EL</td>
<td>T2D</td>
<td>F1</td>
<td>79.96</td>
<td>91.96</td>
<td>92.25</td>
<td>85 (Hybrid I [15])</td>
</tr>
<tr>
<td></td>
<td>Limaye</td>
<td>F1</td>
<td>83.12</td>
<td>86.78</td>
<td>87.9</td>
<td>82 (Hybrid II [15])</td>
</tr>
<tr>
<td>StM</td>
<td>Address</td>
<td>F1</td>
<td>97.81</td>
<td>98.68</td>
<td>99.47</td>
<td>99.91 (Falcon [30])</td>
</tr>
<tr>
<td></td>
<td>Names</td>
<td>F1</td>
<td>86.12</td>
<td>91.19</td>
<td>96.8</td>
<td>95.72 (Falcon [30])</td>
</tr>
<tr>
<td></td>
<td>Researchers</td>
<td>F1</td>
<td>96.59</td>
<td>97.66</td>
<td>97.93</td>
<td>97.81 (Falcon [30])</td>
</tr>
<tr>
<td></td>
<td>Product</td>
<td>F1</td>
<td>84.61</td>
<td>82.9</td>
<td>86.06</td>
<td>67.18 (Falcon [30])</td>
</tr>
<tr>
<td></td>
<td>Citation</td>
<td>F1</td>
<td>96.34</td>
<td>96.27</td>
<td>96.64</td>
<td>90.98 (Falcon [30])</td>
</tr>
<tr>
<td>ScM</td>
<td>FabricatedDatasets</td>
<td>Recall</td>
<td>81.19</td>
<td>89.6</td>
<td>89.35</td>
<td>81 (Valentine [21])</td>
</tr>
<tr>
<td></td>
<td>DeepMDatasets</td>
<td>Recall</td>
<td>66.67</td>
<td>96.3</td>
<td>96.3</td>
<td>100 (Valentine [21])</td>
</tr>
<tr>
<td>OM</td>
<td>Cornell-Washington</td>
<td>Acc.</td>
<td>90.64</td>
<td>92.34</td>
<td>90.21</td>
<td>80 (GLUE [11])</td>
</tr>
<tr>
<td>EA</td>
<td>SRPRS: DBP-YG</td>
<td>Hits@1</td>
<td>99.46</td>
<td>99.67</td>
<td>99.49</td>
<td>100 (BERT-INT [36])</td>
</tr>
<tr>
<td></td>
<td>SRPRS: DBP-WD</td>
<td>Hits@1</td>
<td>97.11</td>
<td>97.22</td>
<td>97.28</td>
<td>99.6 (BERT-INT [36])</td>
</tr>
<tr>
<td></td>
<td><strong>AVG</strong></td>
<td></td>
<td><strong>90.8</strong></td>
<td><strong>94.21</strong></td>
<td><strong>94.56</strong></td>
<td>91.84</td>
</tr>
<tr>
<td></td>
<td><strong>Model Size</strong></td>
<td></td>
<td><strong>139M</strong></td>
<td><strong>147M</strong></td>
<td><strong>147M</strong></td>
<td><strong>995.5M</strong></td>
</tr>
</tbody>
</table>

Table 3: Zero-shot Performance of Unicorn (% of labels is the number of labels needed by SOTA methods). Unicorn-ins is with the instruction technique.

<table>
<thead>
<tr>
<th>Type</th>
<th>Task</th>
<th>Metric</th>
<th>Unicorn w/o MoE</th>
<th>Unicorn</th>
<th>Unicorn-ins</th>
<th>SOTA (# of labels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM</td>
<td>DS</td>
<td>F1</td>
<td>90.91</td>
<td>95.39</td>
<td>97.08</td>
<td>95.6 (22,965)</td>
</tr>
<tr>
<td></td>
<td>CTA</td>
<td>Lim</td>
<td>Acc.</td>
<td>96.2</td>
<td>96.59</td>
<td>96.5 (80)</td>
</tr>
<tr>
<td></td>
<td>EL</td>
<td>Lim</td>
<td>F1</td>
<td>74.16</td>
<td>78.92</td>
<td>82.8 (-)</td>
</tr>
<tr>
<td></td>
<td>StM</td>
<td>Pr</td>
<td>F1</td>
<td>60.71</td>
<td>74.92</td>
<td>78.76 (1,020)</td>
</tr>
<tr>
<td></td>
<td>ScM</td>
<td>DM</td>
<td>Recall</td>
<td>74.07</td>
<td>92.59</td>
<td>96.3 (100) (-)</td>
</tr>
<tr>
<td></td>
<td>EA</td>
<td>SWD</td>
<td>Hits@01</td>
<td>95.55</td>
<td>97.25</td>
<td>96.17 (4,500)</td>
</tr>
<tr>
<td></td>
<td><strong>AVG</strong></td>
<td></td>
<td><strong>81.93</strong></td>
<td><strong>89.28</strong></td>
<td><strong>91.27</strong></td>
<td><strong>90.2</strong></td>
</tr>
</tbody>
</table>

Table 4: Zero-shot Performance of Unicorn for new unseen task types. (# of labels is the number of labels needed by SOTA methods).

<table>
<thead>
<tr>
<th>Type</th>
<th>Task</th>
<th>Metric</th>
<th>Unicorn-ins</th>
<th>SOTA (# of labels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM</td>
<td>DS</td>
<td>F1</td>
<td>94.5</td>
<td>95.6 (22,965)</td>
</tr>
<tr>
<td>CTA</td>
<td>Lim</td>
<td>Acc.</td>
<td>96.23</td>
<td>96.8 (80)</td>
</tr>
<tr>
<td>EL</td>
<td>Lim</td>
<td>F1</td>
<td>79.59</td>
<td>82 (-)</td>
</tr>
<tr>
<td>StM</td>
<td>Pr</td>
<td>F1</td>
<td>74.26</td>
<td>67.18 (1,020)</td>
</tr>
<tr>
<td>ScM</td>
<td>DM</td>
<td>Recall</td>
<td>88.89</td>
<td>100 (-)</td>
</tr>
<tr>
<td>EA</td>
<td>SWD</td>
<td>Hits@01</td>
<td>97</td>
<td>99.6 (4,500)</td>
</tr>
<tr>
<td><strong>AVG</strong></td>
<td></td>
<td></td>
<td>88.41</td>
<td>90.2</td>
</tr>
</tbody>
</table>

We evaluate the performance of zero-shot learning on new tasks for three Unicorn variants: Unicorn w/o MoE, Unicorn, and Unicorn-ins (with zero-shot instruction as presented in Section 3.2.1). The results in Table 3 reveal that Unicorn w/o MoE underperforms compared to the other variants, highlighting the MoE layer’s role in leveraging knowledge from seen tasks for new unseen tasks. The MoE layer effectively aligns distributions between new and existing tasks, facilitating adaptation to new tasks.

Unicorn-ins shows the best performance, surpassing standard Unicorn by approximately 2% on average (Table 3). Recent studies like Wang et al. [39, 41, 28] explore advanced methods for zero-shot learning. Finding 4: There is great potential for studying the impact of Experts and instruction on Unicorn to improve the performance of zero-shot predictions. Exp-5: How does Unicorn perform for unseen tasks of totally new task types?

We evaluate the performance of Unicorn for unseen tasks of totally new task types. To this end, we conduct experiments with Unicorn-ins, a version of Unicorn improved by our proposed instruction technique. The results are reported in Table 4, where each row represents an unseen task of a totally new task type. Take the first row of Table 4 as an example. For testing DBLP-Scholar of entity matching, we remove all the tasks/datasets of entity matching from the training data of Unicorn-ins. We can see that the performance of Unicorn-ins is comparable to that of the SOTA specific models, e.g., 88.41 vs. 90.2 on average, and some-
We also examine tasks in similar do-
ting Text-to-SQL translation (PASTA [18], SCPrompt [17]) and data lake querying (Symphony [3]), as well as data integration tasks like entity matching (Ditto [24]) and blocking in entity matching (DeepBlocker [37]). Motivated by these advancements, this paper explores the potential of a unified Transformer-based model for various matching tasks essential in data integration and management.

**Mixture of Experts Models.** Mixture-of-Experts abbreviated as MoE and referenced in [20, 35, 16, 22], is an ensemble technique where multiple experts focus on different sub-tasks. Each expert in MoE specializes in a segment of the task space, with a gating network integrating their outputs. Widely adopted by major tech companies, MoE has shown its effectiveness in diverse applications.

In the context of Unicorn, MoE offers significant advantages. Primarily, Unicorn, designed to handle various data matching tasks, benefits from the specialized focus of each expert in MoE on distinct data types and semantics. Secondly, MoE enhances the scalability and adaptability of Unicorn, allowing for easy extension to novel matching tasks, such as the tuple-to-image matching discussed in Section 6.

6. **CONCLUSION AND FUTURE WORK**

We have proposed Unicorn, a unified model for supporting multiple data matching tasks. So far, Unicorn supports seven data matching tasks over five different types of data elements. This unified model can enable knowledge sharing by learning from multiple tasks and multiple datasets, and also support zero-shot prediction for new tasks with zero labeled pairs. We developed a general framework for Unicorn that employs an Encoder, a Mixture of Experts and a Matcher. We conducted experiments on 20 datasets of the seven matching tasks. Experimental results show that Unicorn is not only comparable or even better than SOTA specific models, but also well performs zero-shot learning on unseen new tasks.

We further discuss the future impact and developments that this research may trigger. Firstly, the optimized MoE and instruction we discussed lead to obvious improvements. Thus, it is worthwhile to explore more optimization techniques in the unified model, e.g., using data augmentation to synthesize new labeled data, to reduce human labeling cost and improve model performance. Secondly, another interesting future work is to extend Unicorn to support more modalities (e.g., images), such as whether a picture matches a person (e.g., Michael Jordan) in a knowledge graph. Thirdly, recent progress on large language models (LLMs), such as PaLM [4], ChatGPT and GPT-4 [29], has enabled the possibilities of extending Unicorn to support all tasks in data preparation, such as error detection, missing value imputation, etc. Despite some very recent attempts [23, 43], it still calls for a unified system that has strong generalizability to support unseen tasks.
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Nearly all of the world’s population now uses online services that request personal information, covering almost every aspect of our lives. The abundance of personal data in digital form has brought incredible benefits to end users, enabling them to access personalized and advanced services based on the analysis of the data collected. This capability has dramatically improved the user experience in various application domains, ranging from healthcare to e-commerce, finance, logistics, and entertainment, to name a few. Numerous technological advancements in the field of big data have enabled this massive processing of personal data, and recent advances in AI data processing capabilities will expand the ways in which service providers will use personal data in the coming years. Machine learning algorithms, powered by AI, will be used to make increasingly accurate predictions about user behavior by uncovering hidden correlations within massive data sets. There is therefore a tension between the desire to fully exploit personal data in such ecosystems and the need to provide strong privacy and transparency guarantees to the individuals whose data is being exploited. Privacy protection is further complicated because data processing is typically not performed in isolation but through pipelines of different services, with each step making inferences about the personal data consumed by the services in subsequent steps.

Privacy and transparency in data processing have also been driven by the emergence of privacy regulations, the most notable being the European General Data Protection Regulation (GDPR), which has inspired many subsequent privacy laws, such as the California Consumer Privacy Act (CCPA), or the Brazilian Lei Geral de Proteção de Dados (LGPD). A pillar of the GDPR is that end users should have control over how their data is used, and for what purposes the data is managed and processed.

As a result, the field of privacy-preserving techniques has been a very active research area in the last decades, and many privacy-enhancing techniques have been proposed. However, the majority of these techniques protect privacy by masking or perturbing data, the main notable ones being those based on differential privacy, which is today a gold standard of data privacy. However, how to strike a balance between utility and privacy achieved through data modification is still an open issue in many use-case scenarios.

In contrast, the development of solutions to help end users in controlling the flow of their personal data when data are processed by companies’ data processing workflows is still an open research issue. The main challenge is how to be compliant with user privacy constraints by, at the same time maximizing data utility for the service provider. A further relevant dimension of the problem is that these processing workflows often target massive processing of personal information. For instance, the highlighted paper reports that the data processing workflow of Meta contains over 12 million service instances and over 180,000 communication edges between services. Developing a sound and scalable solution for this setting is far from being trivial.

The highlighted paper addresses this challenging scenario by proposing a theoretically sound and effective solution. The key intuition of the paper is the use of a graph model: data processing is modeled as a graph where, in addition to nodes representing the types of data collected and the processing algorithms, there is another class of nodes denoting the purposes of data processing. Purpose nodes are linked to an associated utility. In this way, privacy constraints can be modeled as pairs of nodes in the graph that should be separated in order to satisfy the constraints. The problem of satisfying users’ privacy constraints is then expressed as a graph optimization problem: selecting the nodes in the graph to separate in a way that maximizes utility. The authors show that this problem is NP-hard and present several alternative heuristics and related algorithms, precisely characterizing their underlying computational complexity as well as the accuracy achieved.

The authors then provide a comprehensive performance evaluation for a relevant instance of the defined optimization problem targeting linearly additive utility functions. Experiments on different datasets show that the designed algorithms can achieve a near-optimal solution in a few seconds for scenarios with graphs of thousands of nodes and tens of user constraints.

The paper not only presents a solid and practical solution to a relevant and timely problem in the area of privacy-preserving data management, but also opens the way for many follow-up research contributions, some of the most important of which are discussed at the end of the paper.
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ABSTRACT
Through legislation and technical advances users gain more control over how their data is processed, and they expect online services to respect their privacy choices and preferences. However, data may be processed for many different purposes by several layers of algorithms that create complex data workflows. To date, there is no existing approach to automatically satisfy fine-grained privacy constraints of a user in a way which optimises the service provider’s gains from processing. In this article, we propose a solution to this problem by modelling a data flow as a graph. User constraints and processing purposes are pairs of vertices which need to be disconnected in this graph. We show that, in general, this problem is NP-hard and we propose several heuristics and algorithms. We discuss the optimality versus efficiency of our algorithms and evaluate them synthetically generated data. On the practical side, our algorithms can provide nearly optimal solutions for tens of constraints and graphs of thousands of nodes, in a few seconds.

1. INTRODUCTION
Personal data processing is at the core of many computing systems. In some complex ones, such as those owned by Netflix, Meta or Amazon, users’ data is automatically processed by microservices. Typically, personal data enters the system through front-end applications, which send requests to a subset of services. There, each individual service performs a specific business function independent from the rest of the services, often producing predictions or inferences that are in turn consumed by other services. For instance, in a social media system, the user’s location may be used by a service responsible for processing user profile information that then sends this data to a usage analytics service and to a service for suggesting groups to join. Consequently, the inferences made by the usage analytics service may be used by an ads-ranking service and the predicted groups of user’s interest may be used by a service recommending products to buy. These services next call other services, creating data flows that span over multiple layers of computation. The ultimate goal of this data processing is to eventually satisfy certain business goals by which the service provider gains utility e.g., the ads ranking service is used to increase revenue through personalised advertisement and the product recommendation service may serve the purpose of collecting commission on product sale.

However, individuals should have control over how their data is used. Particularly, in certain regulatory frameworks such as the GDPR [12], unless there exists another legal basis, user’s consent is necessary to legally allow personal data to be processed. By opting out of data processing, e.g., not allowing their location data to be used for personal advertisement or product recommendation, users put constraints on the data flow. Enforcing these constraints affects the utility of the service provider who would like the utility loss minimised. What complicates the task even more is its large scale: in modern computing systems, there may be many stages of data processing, in a data flow that involves hundreds of nodes. In fact, Meta’s microservice topology contains over 12 million service instances and over 180,000 communication edges between services [15]. In such cases, stopping the data flow to the ads-ranking service or the product recommendation service may affect the quality of the inferences that other services use, and thus, the utility of the service provider.

In this article, we propose a novel approach to finding optimal ways of satisfying privacy constraints automatically while minimising the utility loss for the service provider. We model the data flow as a graph and privacy constraints as pairs of vertices in the graph. Our problem definition is generic, allowing the utility of a purpose node to be a black-box function of the subgraph connected to that node. We formulate the problem as an optimisation problem, where pairs of graph vertices must be disconnected such that utility is maximised (Section 2) and demonstrate it on an example use case (Section 3). We then present a natural instantiation of the generic problem where the utility functions are linearly additive (Section 4).

We present five generic heuristics for implementing the privacy constraints into data workflows (Section 5) with an optimal or approximately optimal global utility, depending on the actual utility function used. We further analyse the (non-)optimality of our heuristics in Section 6. For our experiments (Section 7) we implement the aforementioned linearly additive instance of the problem. Notably, we show that, although computing the optimal solution can be very time-consuming, the proposed heuristics can provide good and efficient approximation alternatives. Our ap-
proach opens a range of new problems that we discuss in Section 8. Finally we juxtapose our approach with related work in Section 9.

2. PROBLEM FORMULATION

We focus on what we call the Consented Data Workflow problem (CDW): given user constraints expressed in terms of the vertices that they do not wish to be connected, find a subgraph of the original workflow where these constraints are satisfied. In the face of alternative solutions, the optimal one should minimise the utility loss for the service provider from applying the constraints. In other words, we are looking for the utility-maximising solution subject to the users’ privacy constraints.

Formally, our data processing model is a directed graph $G = (V, E)$ with a set of edges $E$ representing the data flow and a set of vertices $V$ representing the stages of data processing. We distinguish three kinds of vertices, i.e. $V = V^U \cup V^A \cup V^P$, where $V^U$ is a set of user data vertices, which represent the types of data collected directly from the user, $V^A$ is a set of algorithm vertices, which represent data processing algorithms that take one or more data types as input, and $V^P$ is a set of purpose vertices, which represent the end goals of data processing.

Furthermore, satisfying the given purposes is what brings service providers utility. For any vertex in $V^P$, we will have an associated utility that reflects the value processing that this purpose brings to service providers. In practice, the service providers’ valuation depends on factors such as the accuracy of the datasets used as the input to the processing algorithms [20, 14]. In particular, where data processing is a multi-stage process, the utility is affected by all stages and all datasets processed for the purpose.

Therefore, in order to calculate the utility of data processing for a given purpose, in our model we look for all vertices and edges that carry the data workflow to the given purpose vertex. Formally, we say that a vertex $v_i \in V$ is reachable from a vertex $v_j \in V$ if there exists a path in $G$, $\{(v_1, v_2), (v_2, v_3), \ldots, (v_k, v_l)\}$ such that $v_1 = v_j$ and $v_l = v_i$. For each purpose vertex $p \in V^P$ in our graph $G$, the reachability subgraph of $p$ is the graph $G_p = (V_e, E_p)$ where $V_e \subseteq V$ is the set of the vertices that $p$ is reachable from and $E_p \subseteq E$ is the set of edges from $G$ that connect them. If an edge is removed from $G$, the reachability subgraph of one or more purpose vertices is affected. In general, we write $R(G_p)$ to denote the set of all subgraphs of the reachability subgraph of $p$ in $G$ - that are still reachability graphs when some edges are removed. Then, to calculate the utility of fulfilling a purpose, for each purpose vertex $p \in V^P$ we define a utility function $u_p : R(G_p) \rightarrow \mathbb{R}_{\geq 0}$, which is a function of a reachability subgraph of $p$.

While $u_p$ can be an arbitrary function dependent on the valuation (or more general, the importance) of datasets in the corresponding reachability subgraph, the valuations of some datasets may influence the valuations of others. To describe the relationships between these valuations in our model, we define a valuation function $\pi : E \rightarrow \mathbb{R}_d^+$, representing the valuation of the data propagating through the edge in the data processing system. As we later describe in Section 4, given the reachability subgraph $G_p = (V_e, E_p)$ of a vertex $p \in V^P$, the utility function $u_p(G_p)$ at $p$ can be defined as a function of the valuations of edges in $E_p$.

In our setting, a user constraint denotes their choice to opt out their data, represented by a user vertex in $V^U$, from being used for a purpose vertex in $V^P$. Formally, our set of constraints is a set $\mathcal{N} = \{(v_s, v_t) \mid v_s \in V^U, v_t \in V^P\}$. In order to satisfy the constraints, the initial graph $G$ needs to be modified by removing one or more edges that belong to the paths between pairs $(v_s, v_t)$, such that the utilities $u_p$ are maximised. In essence, our problem is a multi-objective optimisation problem, where the objectives are to maximise $u_p$, for all $p \in V^P$. The most common approach to multi-objective optimization is to turn the problem into a single-objective optimization using a weighted sum [21]. This allows us to define the utility of $G$ as:

$$U(G) = \sum_{p \in V^P} w_p u_p(G_p),$$

where $w_p$ is the weight of the purpose corresponding to vertex $p$ and $G_p$ is the reachability subgraph of $p$. Therefore, given $\mathcal{N}$, the CDW problem is to find the consented subgraph of $G$:

$$G^* = \arg \max_{G'} U(G')$$

where $G' = (V, E')$ is a subgraph of $G$, $E' \subseteq E$, and there is no path from $s$ to $t$ for each $(s, t) \in \mathcal{N}$.

3. RECOMMEND PRODUCT DATA FLOW

Data Flow Diagrams (DFD) [22] are commonly used in the industry to represent data flows in complex systems. For example, Fig. 1 illustrates an example DFD for a single feature: product recommendations. In order to provide product recommendations, user data enters the system through a client application. More specifically, the user’s name, credit card details, address and order information are sent to the purchase processing service API. In addition, the order information is sent to the service responsible for constructing customer profiles. Information related to the user’s activity such as posts, sensor data or camera feeds are sent to a service producing geolocation-based inferencers.

To construct a graph $G$ for this example, firstly, we create vertices $V^U$ for data types collected from the client application: user’s name, credit card details, address, order infor-
information, posts, sensor data and camera feeds. Secondly, we create vertices $V^A$ for all microservices processing the data: the purchase processing service, customer profile service, geolocation inference service, etc. Then, we create a set $V^P$ containing one vertex for the purpose of this feature: serving product recommendations. Finally, we create the edges $E$ connecting vertices in $V^U$ with vertices in $V^A$ the based on the data flow, vertices in $V^A$ with other ones in $V^A$, and the vertex in $V^A$ representing the service computing product recommendations with the sole purpose vertex in $V^P$.

An example constraint on data flow of this feature could be a user disagreeing to have their order information used for serving product recommendations. Formally, we would then have a set of constraints $N = \{(v_s, v_t) \mid v_s \in V^U, v_t \in V^P\}$ where $v_s$ is the vertex corresponding to order information and $v_t$ is our purpose vertex. To solve the problem, we would need to break the data flow from $v_s$ to $v_t$ such that the utility gained from serving product recommendations is maximised. While this example demonstrates a simple use case, in general, a data processing system may consist of many more features on which a user may impose many more constraints.

4. ADDITIVE MODEL

As we prove in [13], in general, CDW is an $NP$-hard problem. This is because in practice the valuations and utilities defined in Section 2 can be arbitrarily complex functions. In this section, we define a simple but practical instance of the problem, where these functions are linearly additive. In particular, we assume that the valuation function of the data going out of a vertex is linearly additive with respect to the importance of the data on the incoming edges. That is, the value of every node’s output is the sum of the valuations of its inputs. The linear additive model is the simplest model that captures the intuition of each input having an “added value” on the subsequent algorithm. This model may not apply to all settings and, e.g., a sub-additive model might be more appropriate. In many cases the linear additive model could be a reasonable approximation of a model where the inter-dependencies are difficult to measure. Additionally, if we initialise each input edge to have an original value of 1, then the utility of a purpose node, in the this specific setting, sums up how many times the inputs “have been used” in algorithms before reaching the purpose node, thus giving some hint about the overall importance of an input.

In this instance of the problem we consider a DAG $G = (V, E)$ and constraints $N$, and for each edge $e = (v, v') \in E$, the valuation is defined recursively as follows:

$$\pi(e) = \sum_{e' \in \text{in}(v)} \pi(e').$$  \hfill (3)

Similarly, we model the utility gained from processing the data for a purpose as a linearly additive function of the data valuations on the incoming edges. That is, for each reachability subgraph $G_p$, and purpose vertex $p \in V_P$, we define a utility function as follows:

$$u_p(G_p) = \sum_{e \in \text{in}(p)} \pi(e).$$  \hfill (4)

Subsequently we present concrete heuristic implementations for the linear additive case.

5. ALGORITHMS

In this section we focus on a range of algorithms our linearly additive problem. Although there might exist multiple optimal solutions, we design our algorithms looking for a single solution $G^* = (V^*, E^*)$. While some of them offer optimal solutions, others serve as viable heuristics. Note that, even though the algorithms may not be optimal (i.e., utility maximising), all five algorithms always return a feasible solution, which is a subgraph of $G$ with no path between each $(s, t) \in N$ for $i \in \{1, \ldots, |N|\}$.

Firstly, a simple heuristic for finding a feasible solution is an algorithm that removes a random edge from each of the paths connecting $(s, t) \in N$: algorithm RemoveRandomEdge finds all paths from $s$ to $t$ and from each of the paths selects a random edge to remove; then, before the edge is removed, the other edges whose valuation depends on the presence of the given edge in the graph must be updated. In particular, if the valuation of an edge after the update is 0, such edge must also be removed. This solution has a high variance but its run time is polynomial.

Secondly, as the valuation function of the edges is additive, and because the valuation of the incoming edge of an algorithm vertex is always greater or equal than the outgoing one, the removal of the first edge of each path from $s$ to $t$ can serve as another trivial heuristic. Specifically, algorithm RemoveFirstEdge is very similar to RemoveRandomEdge, except that, instead of selecting a random edge, it removes the first edge from each path). This algorithm reflects an approach whereby the user’s data is removed entirely and not even collected by the system. Similarly to RemoveRandomEdge, the runtime of this algorithm is polynomial.

Next, we propose a greedy algorithm running in polynomial time. This algorithm follows the heuristic of making locally optimal choices for each constraint. To do so, it uses a polynomial-time algorithm solving the Minimum Cut problem (MinCut) [10, 11] – which is equivalent to the Minimum Multicut when we only have a single constraint $(s, t) \in N$. Our greedy algorithm RemoveMinCuts, seen in Algorithm 1, first initialises the weights $w(e) = \pi(e) \sum_{p\in r(v)} w_p$ for all edges $e \in E$ (in lines 1 - 4), and then repeatedly calls the MinCut to find the minimum cut that solves MinCut for vertices $s$ and $t$ in $N$ with weights $w$. For each edge in the minimum cut, it uses the updateDependencies function to update the valuations of the consecutive edges before removing the given edge. Given that MinCut is known to be solvable in polynomial time [10], the outcome of this heuristic can also be found in polynomial time.

Algorithm 1 RemoveMinCuts

**Input**: A graph $G = (V, E)$ and a set of constraints $N$.
**Output**: A graph $G$.

1: \hspace{1em} $w \leftarrow \emptyset$
2: \hspace{2em} for all $e \in E$ do
3: \hspace{3em} $w(e) \leftarrow \pi(e) \sum_{p \in r(v)} w_p$
4: \hspace{2em} for all $(s, t) \in N$ do
5: \hspace{3em} \hspace{1em} for all $e \in \text{MinCut}(G, w, s, t)$ do
6: \hspace{4em} \hspace{1em} if hasEdge($G, e$) then
7: \hspace{5em} \hspace{2em} updateDependencies($G, e$)
8: \hspace{4em} \hspace{1em} removeEdge($G, e$)
Another way of approximating the solution is by converting our problem to MinMC. That is, we can solve MinMC with weights \( w(e) = \pi(e) \sum_{p \in \pi(e)} w_p \) for all edges \( e \in E \) and then use the MinMC solution to find a solution. In the same way as RemoveMinCuts, shown in Algorithm 2, RemoveMinMC starts from initialising the weights \( w \). Then, it finds the minimum multicut of graph \( G \) for constraints \( \mathcal{N} \). Subsequently, for each edge in the minimum multicut, it uses the updateDependencies function to update the valuations of the consecutive edges (in line 8) before removing the given edge.

Algorithm 2 RemoveMinMC

**Input:** A graph \( G = (V, E) \), a set of constraints \( \mathcal{N} \).

**Output:** A graph \( G' \).

1: \( w \leftarrow \emptyset \)
2: for all \( e \in E \) do
3: \( w(e) \leftarrow \pi(e) \sum_{p \in \pi(e)} w_p \)
4: multicut \( \leftarrow \) MinMC\((G, \mathcal{N}, w)\)
5: for all \( e \in \) multicut do
6: if hasEdge\((G, e)\) then
7: updateDependencies\((G, e)\)
8: removeEdge\((G, e)\)

Finally, we propose an algorithm that can achieve an optimal solution. In Algorithm 3, BruteForce is an exhaustive search algorithm that enumerates all feasible candidates for the solution and compares them to eventually output the one that maximises the utility. More specifically, BruteForce starts from finding the set of all paths \( \mathcal{A} \) from \( s \) to \( t \) for all \( (s, t) \in \mathcal{N}, \) which need to be broken. In order to list all feasible multicuts of \( G \) for the given \( \mathcal{N} \), the Cartesian product of \( \mathcal{A} \) is computed (in line 5). Then, the algorithm systematically checks the utility of \( G \) after the removal of each multicut. Importantly, at the beginning of the multicut check, copies are made of the valuation values \( \pi' \) of each edge and the number of paths \( p' \) in the copy of \( G \) are updated for its dependencies. At the end of the multicut check, the utility of the copy of \( G \) is compared to the utility of the most optimal solution found so far. This way the algorithm can guarantee finding the optimal solution but is exponential even in the best case.

Notably, all of the presented algorithms generalize beyond the linearly additive model. What is specific to this particular model in RemoveMinCuts, RemoveMinMC and BruteForce is how the weights \( w(e) \) are assigned and the dependencies are updated, which depends on the valuation function \( \pi(e) \) and weights \( w_p \).

6. OPTIMALITY OF SOLUTIONS

Out of the five algorithms, only BruteForce guarantees an optimal solution. In contrast, it is clear that RemoveRandomEdge does not guarantee an optimal solution – we use it as a benchmark for our evaluation. Let us analyse the properties of the solutions returned by our three remaining heuristics and prove that none of them can guarantee finding an optimal solution even for the linear setting.

Algorithm 3 BruteForce

**Input:** A graph \( G = (V, E) \) and a set of constraints \( \mathcal{N} \).

**Output:** A graph \( G^* \).

1: \( A \leftarrow \emptyset \)
2: for all \((s, t) \in \mathcal{N}\) do
3: \( A \leftarrow A \cup \text{getAllEdgePaths}(G, s, t)\)
4: multicut \( \leftarrow \text{cartesianProduct}(\mathcal{A})\)
5: maxUtility \( \leftarrow 0 \)
6: \( G^* \leftarrow G \)
7: for all multicut \( \in \) multicuts do
8: \( G' \leftarrow G \)
9: \( \pi', p \leftarrow 0, \emptyset \)
10: for all \( e \in \) multicut do
11: \( \pi'(e) \leftarrow \pi(e) \)
12: \( p(e) \leftarrow \sum_{p \in \pi(e)} w_p \)
13: for all \( e \in \) multicut do
14: if hasEdge\((G', e)\) then
15: updateDependencies\((G', e, \pi', p)\)
16: removeEdge\((G', e)\)
17: utility \( \leftarrow U(G')\)
18: if utility > maxUtility then
19: maxUtility \( \leftarrow \) utility
20: \( G^* \leftarrow G' \)
21: return \( G^* \)

Firstly, we show that a simple removal of the first edge of each path by the RemoveFirstEdge does not guarantee an optimal solution, i.e., for each \((s_i, t_i) \in \mathcal{N}\), there is at least one path \( P = (V_P, E_P) \in \mathcal{A} \) of the form \( V_P = \{v_1, v_2, ..., v_k\}, E_P = \{(v_1, v_2), (v_2, v_3), ..., (v_{k-1}, v_k)\} \) where \( v_1 = s_i \) and \( v_k = t_i \). From each such path \( P \in \mathcal{A} \), we could remove edge \((v_1, v_2)\). We refer to \((v_1, v_2)\) as the first edge. Let \( G \) be a data processing model where \( V = \{v_1\}, V^A = \{v_2\}, V^P = \{v_3, v_4\}, E = \{(v_1, v_2), (v_2, v_3), (v_3, v_4)\} \) and for each \( p \in V^P \), \( w_p = 1 \). In addition, assume that for edge \( e_1 = (v_1, v_2) \), \( \pi(e_1) = a \) where \( a \in \mathbb{R}^+ \), and that \( \mathcal{N} = \{(v_1, v_3)\} \). In such case, we use Eq. 3 to calculate the valuation of edges \( e_2 = (v_2, v_3) \) and \( e_3 = (v_2, v_4) \), which is \( \pi(e_2) = \pi(e_3) = a \). We also use Eq. 1 to calculate the initial utility of \( G \), which is \( U(G) = 2a \). Given that \( \mathcal{N} = \{(v_1, v_3)\} \), we establish that there is one path that needs to be disconnected in order to satisfy the constraints, i.e. \( \mathcal{A} = \{P\} \) where \( P = (\{v_1, v_2\}, \{(v_1, v_2), (v_2, v_3)\}) \).

Then, we remove the first edge \((v_1, v_2)\) from \( P \). The utility of the resulting graph \( G' \) is \( U(G') = 0 \), since purpose vertices \( v_3 \) and \( v_4 \) are now not linked to any user vertex. However, if we instead removed the edge \((v_2, v_3)\), vertex \( v_4 \) would still be linked to \( v_1 \) and therefore the utility of the resulting graph \( G'' \) would be \( U(G'') = a \). Thus, the removal of the first edge does not provide us with an optimal solution.

Furthermore, RemoveMinCuts does not lead to an optimal solution. Consider a series of graphs \( G_2, G'_2, ..., G^\mathcal{N}_2 \). These graphs are computed recursively such that \( G^0 = G = (V, E) \) and for all \( i \in \{1, ..., |\mathcal{N}|\}, G^i = (V, E^i) \) where \( E^i = E^{i-1} \setminus \text{MinCut}(G^{i-1}, s_i, t_i, w) \) corresponds to \( i \)-th pair of vertices in \( \mathcal{N} \). Given a solution to MinCut, one could transform the problem into a repeated MinCut problem looking for \( G^{|\mathcal{N}|} \). While this approach leads to a feasible so-
lution, we show that $G^{(N)}$ is not an optimal solution. Let $G$
be a graph where $V' = \{s_1, s_2\}$, $V^A = \{v_1\}$, $V^P = \{t_1, t_2\}$, $E = \{(s_1, v_1), (s_2, v_1), (v_1, t_1), (v_1, t_2)\}$ and for each $p \in V^A$, $w_p = 1$. Assume that for $e_1 = (s_1, v_1)$, $\pi(e_1) = a$ and for $e_2 = (s_2, v_1)$, $\pi(e_2) = b$, where $a, b \in \mathbb{R}^+_0$ and $a > b$ (see Fig. 2). In addition, $N = \{(s_1, t_1), (s_2, t_2)\}$. We look for
$G^2 = (V, E \setminus \text{MinCut}(G, s_1, t_1))$. Thus, we first calculate
$G^1 = (V, E \setminus \text{MinCut}(G, s_1, t_1))$. We observe that there is one path $P = \{(s_1, v_1, t_1)\}$ which between vertices $s_1$ and $t_1$. Because $a > b$, $\pi(e_1) = a+b <
\pi((s_1, v_1)) = 2a$. Thus, $G^2 = (V, E \setminus \{(v_1, t_1)\})$. With this information, we return to looking for $G^2$. We observe that there is one path $P = \{(s_1, v_1, t_2)\}$ which between vertices $s_1$ and $t_2$. However, now $\pi((s_1, v_1)) = a$ and $\pi((v_1, t_2)) = a+b$. So, $\pi((s_1, v_1)) < \pi((v_1, t_2))$ and $G^2 = (V, E \setminus \{(s_1, v_1)\})$. After that, we calculate $U(G^2) = b$. However, we can see that to obtain an optimal solution, it is sufficient to remove $(s_1, v_1)$ only: the optimal solution is $G^* = (V, E \setminus \{(s_1, v_1)\})$, because its utility is $U(G^*) = 2h$. Thus, $G^2$ is not an optimal solution.

Intuitively, it is reasonable to assume that the optimal solution requires removing no more than one edge per path between $s$ and $t$ for each $(s, t) \in N$. Let $T \subseteq V^P$ be a set of purpose vertices such that for all $(s, t) \in N$, $t \in T$. If for each path $P = (V_P, E_P) \in A$ there is exactly one edge $e \in E_P$ such that $e \in E_{\text{MinMC}}$, then the removal of $E_{\text{MinMC}}$ reduces the utility of a purpose vertex $t \in T$ by $\sum_{e \in E_P} \pi(e)$ where $E_t \subseteq E_{\text{MinMC}}$ is a set of those edges in $E_{\text{MinMC}}$ that are within the reachability subgraph of $t$. $G_t$. Thus, if the resulting graph after the removal of set $E_{\text{MinMC}}$ from $G$ is $G^* = (V, E^*)$, then using Eq. 1, the total utility of loss is:

$$U(G) - U(G^*) = \sum_{t \in T} \sum_{e \in E_t} w_t \pi(e).$$

(5)

This is equivalent to the following equation:

$$U(G^*) = U(G) - \sum_{e \in E \setminus E'} \pi(e) \sum_{t \in T} w_t.$$

(6)

In fact, if we plug Eq. 6 into Equation 2, we have:

$$G^* = \arg \max_G \{U(G) - \sum_{e \in E \setminus E'} \pi(e) \sum_{t \in T} w_t\}.$$  

(7)

Equivalently, we are looking for a subgraph where:

$$E^* = E \setminus \{\arg \min_{E \setminus E'} \sum_{e \in E \setminus E'} \pi(e) \sum_{t \in T} w_t\}.$$  

(8)

Thus, $E^*$ is the set difference of $E$ and the minimum multicut of $G$ given $N$, where the edge weight is $w(e) = \pi(e) \sum_{t \in T} w_t$. In more detail, the minimum multicut with edge weights $w(e) = \pi(e) \sum_{t \in T} w_t$ can be expressed as:

$$E_{\text{MinMC}} = \arg \min_{E \setminus E'} \sum_{e \in E \setminus E'} \pi(e) \sum_{t \in T} w_t.$$  

(9)

If we plug Eq. 8 into Eq. 9, then what we are looking for is $G^* = (V, E^*)$ where:

$$E^* = E \setminus E_{\text{MinMC}}.$$  

(10)

Since $E_{\text{MinMC}}$ is a solution to MinMC, there is $G^* = (V, E \setminus E_{\text{MinMC}})$.

However, removing a single edge from each path does not always result in an optimal solution. Consider a graph $G$ where $V' = \{s_1, s_2\}$, $V^A = \{v_1\}$, $V^P = \{t_1, t_2\}$, $E = \{(s_1, v_1), (s_2, v_1), (v_1, t_1), (v_1, t_2)\}$ and for each $p \in V^A$, $w_p = 1$. In addition, assume that for $e_1 = (s_1, v_1)$, $\pi(e_1) = a$ and for $e_2 = (s_2, v_1)$, $\pi(e_2) = b$, where $a, b \in \mathbb{R}^+_0$ and $a > b$ (see Fig. 2). Now, let the set of constraints be as follows:

$N = \{(s_1, t_1), (s_1, t_2), (s_2, t_2)\}$. We can see that the optimal solution in this case is $G^* = (V, \{(s_2, v_1), (v_1, t_2)\})$. However, since $(s_1, t_1) \in N$ and there is a path from $s_1$ to $t_1$ in the original graph $G$, we can observe that the optimal solution $G^*$ does not contain two edges $(s_1, v_1)$ and $(v_1, t_2)$ from that path. Therefore, in general, it is not true that RemoveMinMC can guarantee finding an optimal solution.

7. EXPERIMENTAL EVALUATION

To evaluate the algorithms’ performance empirically, we perform experiments on the University of Southampton High Performance Computing service Iridis 4, measuring their performance on synthetic data. Our graph generation method includes the following parameters:

- number of constraints $|N|$;
- number of vertices $|V|$;
- path length $k$ – for any $(s, t) \in N$, if there is a path $P = \{(v_1, v_2) \ldots (v_{k-1}, v_k)\}$ such that $v_1 = s$ and $v_k = t$, then $k$ defines the number of workflow stages, i.e. data that ‘flows’ from $s$ to $t$ though $k-2$ algorithm nodes;
- vertex distribution vector $X_k$ – proportions of vertices at different data flow stages, e.g. a setting $X_k = (50\%, 25\%, 10\%, 10\%, 5\%)$ represents a scenario for $k = 5$ where half of the vertices are the user data vertices, 45% are the algorithm vertices and 5% are the number of the purpose vertices (NU - non-uniform distribution, U - uniform distribution);
- minimum density $d$ – the proportion of initially generated edges between any two workflow stages.

We prepare three datasets with different configurations of the above parameters, specified in Tab. 1.

We measure the runtime of the algorithms on 100-vertex graphs (dataset 1a), on 10 times larger, 1000-vertex graphs (dataset 1b) and on 100-vertex graphs where the number of edges between each level of data processing is at least 20% of all possible edges (dataset 1c). We observe that the runtime

The Iridis Compute Cluster, https://cmg.soton.ac.uk/ iridis.
of BruteForce increases rapidly with the increasing number of constraints, reaching an average time of 14838508.46 ms (i.e. over 4 h) for just 10 constraints on dataset 1a and 8563968 ms (i.e. over 2 h) on dataset 1b. For dataset 1c, in most cases, BruteForce is unable to return a result in 60 hours even for just a single pair of constraints. Thus, although BruteForce guarantees finding an optimal solution, its average runtime makes this algorithm impractical. At the same time, the solver-based RemoveMinMC can reach an approximate solution for even 50 constraints on average in 6.51s on dataset 1a, 74.1s on dataset 1b and 11s on dataset 1c. RemoveMinCuts can on average find an approximate solution for 50 constraints in 220.2 ms on dataset 1a, 74.1s on dataset 1b and 11s on dataset 1c.

Moreover, we observe a change in the graph’s utility as the number of constraints grows. Although the exponential runtime of the BruteForce algorithm means we cannot run the experiments for more than 10 constraints, we still compare the results to RemoveMinMC for this limited setting. Results are presented in Tab.2 and show that the utility using RemoveMinMC is nearly optimal in this case. Although the algorithm is only guaranteed to be optimal for specific settings, this empirical outcome suggests that, for graphs with a relatively small number of constraints, RemoveMinMC is likely to provide very accurate solutions. Moreover, Fig. 4, shows that the differences in utility between algorithms is more evident when the graphs are denser, resulting in significantly poorer performance of RemoveMinCuts, RemoveFirstEdge and RemoveRandomEdge. Nonetheless, RemoveMinMC provides the best solution for all three types of graphs.

Next, we observe how the execution time depends on the number of paths between pairs of vertices that connect the constraints. Fig. 5 presents a scatter plot of the runtime of the algorithms and distribution of utility for dataset 1c. In particular, we can see that, in case of RemoveMinCuts and RemoveMinMC, the runtimes increase almost linearly with respect to the number of paths. However, the execution times for these two algorithms differ significantly. For example, for a graph where 822 paths are required to be broken, RemoveMinMC takes 12116 ms to return a solution, whereas RemoveMinCuts can provide one in only 472 ms. Similarly, we can see that the utility decreases as the number of paths connecting constraints increases. Yet again, the utility after executing RemoveMinMC tends to decrease the slowest, reaching on average the utility of 32.27% of the original utility for the graph with 822 paths to be broken. For the same graph, the next best solution is RemoveMinCuts with an accuracy of 24.58%. For comparison, RemoveFirstEdge achieves on average utility of 15.73%.

Next, we apply the algorithms to graphs with a constant number of paths. Since only edges connected to purpose vertices affect the utility, increasing the lengths of the paths on its own does not affect the utility. Thus, we focus on the algorithm runtime as the path length grows. In Fig. 6, we consider sparse graphs with vertices distributed uniformly with the same number of user data vertices as purpose vertices (dataset 2). We can see that as the path length grows, the runtime in case of BruteForce increases faster.

Lastly, we analyse how the number of vertices in the graph impacts the runtime and the utility of the graph after ap-
Figure 4: The number of constraints vs. graph utility after applying the algorithms on graphs from dataset 1.

Figure 5: No. of paths vs. runtime and utility (dataset 1c).

Figure 6: Path length vs. time in sparse graphs (dataset 2).

Figure 7: Graph size vs. runtime and utility (dataset 3).

Applying the algorithms. To do this, we run the algorithms on graphs from dataset 3. As the number of paths between the constraints and their length are equal for these graphs, in Fig. 7 we can see that the size of the graph has only a slight impact on the execution time for BruteForce. In addition, RemoveMinCuts is faster on average compared to BruteForce and RemoveMinMC. Considering the utility, Fig. 7 shows that the graph size does not have significant impact on utility when the number of paths between the constraints and their length remain equal for the graphs.
8. OPEN PROBLEMS

In this paper, we designed a theoretical mechanism where the data flow is structured as a graph and privacy constraints collected from the user point to pairs of vertices in this graph. While our approach is effective and finds a nearly optimal solution for large graphs, it also creates a range of open problems and challenges.

First, for our algorithms to deliver value, a service provider needs to build an accurate graph. In particular, for large-scale systems with thousands of microservices built on billions of lines of code in multiple languages, identifying data flows and all the purposes they are processed for, is challenging and time-consuming. Therefore, future work should develop automated tools to support graph generation.

Second, some of our effective algorithms rely on the simplifying assumption that the value of different information sources is additive. While this is a reasonable starting point and can be a reasonable approximation in some settings, in practice the value may be subadditive (e.g. in the case of redundant data) or superadditive (when data complements each other). As data processing systems keep expanding, future work should focus on exploring more variable models that align the utility and valuation functions with real-world use cases. While the algorithms proposed in this article conceptually generalize to more complex settings, models with different utility and valuation functions may open opportunities for designing more efficient algorithms. For example, in certain machine learning as well as statistical algorithms there is already work that addresses masking or distorting the input with noise. This gives rise to an exciting generalization of our framework, where utility is affected not by removing the input edge but by distorting the input, and in the future we plan to explore this.

Third, we show that the problem in general is NP-hard. This result provides us with the lower bound on the complexity of the problem. The upper bound, however, depends largely on the complexity of the selected valuation and utility functions. In the future, we plan to investigate the upper bound of the problem in different settings.

In addition, there are several open problems regarding the scalability of the problem. Currently, our solution needs to be recomputed every time a new user enters the system or when an existing user updates their constraints. What is more, every time a change is made, some of the algorithms that process the data would need to be re-run as well, which could be costly. At the same time, there could be many users of the same type, i.e. with similar privacy constraints, and a limited number of different user types which can be known in advance. To take advantage of this, users of the same type could, e.g., be treated as a single user to cope with hundreds and even millions of users. This way, if new users enter the system, a new solution can be found quickly. Generally, as more and more users have privacy constraints, new methods are needed that take into account scalability by re-using some of the computation performed for the previous solutions, as well as the costs of making changes.

Finally, there are plenty of opportunities to consider richer types of privacy constraints and user preferences. For example, users may have constraints on combinations of different data types for a specific purpose (e.g. a user may say ‘I’m okay with you using my data for advertising, but don’t combine my location with my purchase history’) or time restrictions on data processing (‘I’m okay with you sharing my purchase history, but I don’t want them to keep it for more than 30 days’). Future work should formulate new problems around these constraints, as well as constraint the secondary re-use of data later in the data lifecycle.

9. RELATED WORK

With the scale of data collection and processing growing vastly in the recent years, there has been an emergence of initiatives and tools that aim to aid users in controlling the flow of their personal data. Early efforts include the Platform for Privacy Preferences (P3P) which aimed to enable machine-readable privacy policies [7]. Such privacy policies could be automatically retrieved by Web browsers and other tools that can display symbols, prompt users, or take other appropriate actions. Users were able to communicate their privacy constraints to these so-called user agents as a list of rules expressed in a P3P Preference Exchange Language (APPEL) [7]. The agents were then able to compare each policy against the user’s constraints and assist the user in deciding when to exchange data with websites [7].

However, the P3P lacked a mechanism that would allow for enforcement of the privacy policy within the enterprise and for management of users’ individual privacy preferences [6, 3, 17]. Thus, a new approach was proposed [6] where service providers would publish privacy policies, collect and manage user preferences and consent, and enforce the policies throughout their systems. Based on this framework, the Platform for Enterprise Privacy Practices (E-P3P) was developed [5, 16]. Our work builds on this idea and proposes how to satisfy the users’ individual preferences optimally.

Nonetheless, more general approaches that go beyond the P3P were required to address the need for policy enforcement. To that end, Hippocratic databases were proposed [3, 4, 1, 19, 2] as ‘database systems that take responsibility for the privacy of data they manage’. There, personal data was associated with the purposes it was collected for, and metadata such as retention period. Given privacy constraints, the so-called Privacy Constraint Validator would check if the policy is acceptable to the user. Recently, an approach to enable even more fine-grained control of such policies within relational databases was presented [18]. Here, we extend this approach.

Complementing our work, related work has proposed methods for privacy policy-compliant data processing. For example, once it is known how the user’s privacy constraints can be optimally satisfied (e.g., using our proposed approach), it is possible to ensure that the datasets used by the data-processing algorithms align with these constraints [8, 9]. Moreover, data processing techniques can be selected based on the consented types of the input data [24]. Furthermore, to make sure that the policies are enforced, a system for checking data usage policies automatically at query runtime has been proposed [29].
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Synthetic data is a vital substitute for real sensitive personal data in supporting social science research and policy studies. Extensive prior research has delved into various models for generating synthetic data, from traditional statistical approaches to cutting-edge deep-learning methods. However, selecting the most suitable one for unforeseen applications poses a significant challenge due to the varying strengths and weaknesses, dependent on factors such as the application domain, data distribution, analytical requirements, and privacy considerations.

Differential privacy (DP) synthesizers have emerged as a prominent approach for generating synthetic data, offering strong mathematical privacy guarantees. These synthesizers first learn a model from real data, inject noise to achieve DP, and then sample the noisy model to generate synthetic datasets. Despite DP offering stronger privacy assurances than its predecessors, such as k-anonymity, DP synthesizers face many utility concerns and criticisms. The concerns are particularly pertinent in real-world applications, such as the U.S. Census’s 2020 release, where noise in the data could lead to inaccurate or biased outcomes for critical decisions like allocating block grants.

However, do these concerns apply to non-DP synthesizers, such as the census release before 2020? They likely do, especially if they offer comparable privacy protection, yet there is limited evidence regarding the utility of any synthesizers in practical settings. Common utility proxies for synthetic data evaluation, like descriptive statistics and classification accuracy, offer some procedural representation of analysis tasks but lack validation for real-world applicability. Addressing this gap requires the development of realistic utility benchmarks, a pressing and outstanding problem.

In their article “Epistemic Parity: Reproducibility as an Evaluation Metric for Differential Privacy,” the authors propose an evaluation methodology for synthetic data centered on a question: “Can a DP synthesizer produce private tabular data that can be used to derive scientific findings?” This methodology directly addresses practitioners’ experience with synthetic data in real-world scenarios, measuring the likelihood that published findings would have changed had the authors used synthetic data, a condition termed epistemic parity. The authors begin by reproducing findings found in peer-reviewed papers using real datasets and then replicate these on their DP synthetic version for comparison.

While this idea may seem straightforward, its execution demands significant effort due to various challenges. Firstly, reproducing conclusions from peer-reviewed papers often encounters low success rates due to factors like unclear computational details and data versioning issues. Second, crafting an effective benchmark to capture real-world analysis complexity and ensure fair comparisons among DP synthesizers requires meticulous navigation and filtering of vast datasets and their studies. Furthermore, each DP synthesizer entails multiple sources of randomness, complicating the task of confidently and fairly reporting evaluation scores. This paper is the first to tackle all these challenges and present a practical taxonomy for reproducing statistical analyses in peer-reviewed publications and a software benchmark package, SynRD, that automates the epistemic parity evaluations for DP synthesizers.

The authors leveraged concepts from reproducibility literature to carefully select datasets from ICPSR, a data repository for social science (consisting of over 100,000 publications spanning 17,312 studies), identify conclusions in the papers, extract relevant findings, and implement corresponding statistical tests. The SynRD benchmark comprises eight datasets, each rigorously reviewed by two researchers with expertise in computing science, statistics, or both, entailing a minimum of thirty hours of work. This effort yielded over a hundred reproducible empirical findings. The selected datasets and findings exhibit diverse properties and characteristics (sample size, number of variables, domain size, outliers, mutual information, skewness, and sparsity) and cover various computational methods such as regression, causal paths, etc. Using this new benchmark on five state-of-the-art DP synthesizers, the authors recover the main results from prior benchmark papers that use simple utility proxies. There are also new and surprising insights, such as the low sensitivity to the privacy budget on reproducibility and the failure of all synthesizers for specific challenging datasets.

This open-sourced and extensible benchmark will continue to grow with new characteristics for evaluating synthetic data, such as its false discovery rates and balance between utility and privacy. SynRD has the possibility to become one milestone benchmark that advances DP synthesizers and other practical synthesizers beyond DP research. If you are intrigued by the construction of SynRD and the new insights into the latest DP synthesizers, or if you aspire to develop cutting-edge DP synthesizers or contribute to synthetic data benchmarks, we highly recommend reading this paper.
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ABSTRACT
Differential privacy (DP) data synthesizers are increasingly proposed to afford public release of sensitive information, offering theoretical guarantees for privacy (and, in some cases, utility), but limited empirical evidence of utility in practical settings. Utility is typically measured as the error on representative proxy tasks, such as descriptive statistics, multivariate correlations, the accuracy of trained classifiers, or performance over a query workload. The ability for these results to generalize to practitioners’ experience has been questioned in a number of settings, including the U.S. Census. In this paper, we propose an evaluation methodology for synthetic data that avoids assumptions about the representativeness of proxy tasks, instead measuring the likelihood that published conclusions would change had the authors used synthetic data, a condition we call epistemic parity. Our methodology consists of reproducing empirical conclusions of peer-reviewed papers on real, publicly available data, then re-running these experiments a second time on DP synthetic data and comparing the results.

We instantiate our methodology over a benchmark of recent peer-reviewed papers in the social sciences. We express the authors’ claims computationally to automate the experiment, generate DP synthetic datasets using multiple state-of-the-art mechanisms, then estimate the likelihood that these conclusions will hold. We find that, for reasonable privacy regimes, DP synthesizers can achieve high epistemic parity for several papers in our benchmark. However, some papers, and particularly some specific findings, are difficult to reproduce for any of the synthesizers. Given these results, we recommend a new class of mechanisms that offer stronger utility guarantees (as measured by epistemic parity) and more nuanced privacy protection using application-specific risks and threat models.

1. INTRODUCTION
Differential privacy (DP) has been studied intensely for over a decade, and has recently enjoyed uptake in both the private and public sectors. In situations where the downstream analysis is known, one can design specialized mechanisms with high utility [37, 38]. But an active research area is to design general DP data synthesizers (henceforth, synthesizers) that model the entire data distribution, inject noise, then sample the noisy model to generate synthetic datasets intended to be broadly usable in a variety of unanticipated applications. Evidence to support claims of general utility is typically presented as results on proxy tasks over common public datasets (e.g., the ubiquitous Adult dataset [33]). Proxy tasks may include descriptive statistics, queries involving one or two variables [25, 24, 50, 51], classification accuracy [12, 50, 56], and information theoretic measures [56]. Although these proxy tasks are procedurally representative of real tasks, the implicit claim of generalization to practice is rarely explored.

Limited empirical evidence on relevant tasks undermines trust in the practical use of DP. The US Census Bureau adopted DP for disclosure avoidance in the 2020 census, interpreting federal law (the Census Act, 13 U.S.C. § 214, and the Confidential Information Protection and Statistical Efficiency Act of 2002) as a mandate to use advanced methods
to protect against computational reconstruction attacks unforeseen when the laws were passed. But the adoption of DP for the Census was met with resistance among many in the research community, who contend that data infused with DP noise affects demographic totals [47] and exacerbates underrepresentation of minorities [32, 21]. Besides the research implications, there are potential consequences for policy: Block grants are allocated based on minority populations as measured by the census data, and underrepresentation can lead to underfunding of integral services including Medicaid, Head Start, SNAP, Section 8 Housing vouchers, Pell Grants, and more [8]. Although the Census Bureau held workshops, released demonstration datasets, and published technical reports to support the community, these outreach efforts realized limited success; multiple lawsuits are still pending as of May 2023.

Despite these challenges, DP still offers stronger guarantees of disclosure protection than, and similar utility to, alternative proposals (e.g., k-anonymity, swapping [8]). DP, when used correctly, ensures that any inferences conducted on data do not reveal whether a single individual’s information (including, for example, their gender or race) was included in the data for analysis [15]. DP can therefore not only protect privacy, but also enable access to protected demographic attributes necessary for research on fairness and equity in machine learning [29].

**Characterizing DP Error.**

A practical method of operationalizing DP is to learn a (noise-infused) model of a dataset, then sample that privatized model to generate synthetic data that can be released publicly [16, 22, 52, 45, 54, 37]. Ideally, this approach would provide a drop-in replacement for the original data that can be used in any downstream context to produce reasonably faithful results with strong privacy guarantees. But this ideal is unrealizable, both theoretically and practically. Overly accurate estimates of too many statistics are blatantly non-private, affording full reconstruction of the original dataset [13]. For any DP synthetic dataset, some statistics will tend to be faithful to the original data, while others will incur essentially arbitrary error. If the privacy budget is allocated uniformly across features, descriptive statistics of each individual feature will be faithful, but the conditional probabilities and marginals needed to construct the joint probability distribution, which is needed for general inference, will be unrealistically noisy, and vice versa. Utility loss may also be non-uniform across subsets of a dataset, in some cases exacerbating inequity and leading to underrepresentation [2, 32] or to error rate disparities [43]. Designers of DP synthesizers must therefore make some kind of educated guess about which tasks should be preserved and which can be ignored. Further, the error introduced by DP methods can and should be incorporated into statistical models explicitly, just as other sources of error are modeled explicitly. However, current DP synthesizers tend not to provide formal descriptions of the error they introduce; this lack of error guarantees is a major drawback of private data release. Our work does not address this limitation, but does help provide an empirical motivation for doing so.

**Methodology.**

We propose an evaluation methodology for DP synthesizers based on reproducibility: that published findings on the original dataset should be replicable on a noise-infused dataset. We identify conclusions in the text of published papers, extract relevant findings supporting those conclusions, implement the corresponding statistical tests using the authors’ data, generate synthetic datasets using state-of-the-art DP synthesizers, re-apply the statistical tests over the synthetic data, and then determine if the findings still hold. If all findings hold, we say that the DP synthesizer achieves epistemic parity for that paper.

We instantiate our methodology over a benchmark of peer-reviewed sociology papers that are based on public data from the Inter-university Consortium for Political and Social Research (ICPSR) repository. We model quantitative results as an inequality between two numbers, for example, “Those using marijuana first (vs. alcohol or cigarettes first) were more likely to be Black, American Indian/Alaskan Native, multiracial, or Hispanic than White or Asian.” [19]

Following Errington et al. [18], and as is common in the reproducibility literature, our aim was to identify and reproduce a selection of key findings from each paper. For generality, interpretability and simplicity, we consider whether a conclusion holds over synthetic data to be true if the two quantities are in the same relative order, and do not attempt to measure the change in effect size or the statistical significance of the difference between the original and synthetic result.

**Benchmark and results.**

ICPSR is an NSF-funded repository for social science data holding over 100,000 publications associated with 17,312 studies. A study typically involves hundreds of variables and supports dozens of papers. Each paper can be considered to be deriving its own dataset (selected variables and selected rows) from the source data of the study. We apply DP methods to synthesize data for these paper-specific, study-derived datasets. ICPSR studies are publicly available by policy, which enables us to instantiate the epistemic parity methodology and develop a benchmark. Notably, there is increasing demand from the ICPSR leadership and community to support keeping sensitive data private, while generating DP synthetic subsets to support reproducibility. Our methodology can be used to respond to this demand.

**Paper selection.** The benchmark consists of 4 datasets and 8 recent peer-reviewed papers selected for impact, accessibility of the topic to non-experts, recency, and several other criteria. We extracted findings and attempted to reproduce them, following the “same data, different code, different team” approach to reproducibility, encountering challenges commonly reported in that literature including undocumented data versioning, unspecific or incomplete methodologies, and irreconcilable differences between our reproduction and what the authors report. A complete list of papers that we attempted to reproduce, and the issues we encountered, is available in our public GitHub repository. ¹

**DP synthesizer selection.** We use six state-of-the-art DP synthesizers, namely, MST [37], PrivBayes [56], PATECT-GAN [45], AIM [38], PrivMRF [7], and GEM [35] executing each at their recommended settings.

**Summary of results.** We find that marginals-based and Bayes-net based state-of-the-art DP synthesizers are able to achieve high epistemic parity for five out of eight papers in

¹https://github.com/DataResponsibly/SynRD
our benchmark, but that some papers, and particularly some specific findings, are difficult to reproduce for any of the synthesizers, suggesting a basis for a new benchmark. The papers on which high epistemic parity is achieved use relatively low-dimensional tabular data. However, as we show empirically, large domain and high-dimensional settings are still a bottleneck for increased adoption of DP synthesizers.

Roadmap and Contributions.

We discuss background and relevant DP synthesis methods in Section 2, and then present our contributions: (i) the epistemic parity evaluation methodology, based on reproducing qualitative and quantitative empirical findings in peer-reviewed papers over DP synthetic datasets (Section 3); (ii) an instantiation of the methodology for eight peer-reviewed social science publications, creating a reusable benchmark for evaluating synthesizers (Section 4); and (iii) an experimental evaluation on our benchmark, using five state-of-the-art DP synthesizers (Section 5). We conclude with a discussion of the results, identifying trade-offs and motivating a new class of privacy techniques that favor strong epistemic parity and de-emphasize privacy risk, in Section 6.

2. BACKGROUND

Differential privacy (DP) ensures that altering or removing one record from a given dataset does not significantly affect the outcome of an analysis or query. Intuitively, DP prevents an observer of a private output from drawing conclusions about which specific individuals’ information was included in the input. DP is based on the concept of neighboring datasets, where two datasets are neighboring if they differ in a single record. In the scope of the private synthesizers considered by this paper, datasets $X$ and $X'$ are considered neighboring if the removal of a single element $x_i$ from one yields the other (except in the case of PrivBayes; we account for this in our budget allocation). Informally, DP synthesis mechanisms ensure that a synthetic dataset derived from two neighboring datasets will be similar enough as to hide the presence or absence of the removed element.

Different mechanisms use different formulations of DP: AIM and GEM both give concentrated differential privacy ($\epsilon$-zCDP) guarantees [6], while MST, PATECTGAN and PrivMRF give conventional ($\epsilon,\delta$)-DP guarantees, and PrivBayes gives an ($\epsilon,0$)-DP guarantee. As demonstrated by Bunet et al. [6], an established hierarchy of these guarantees exists: an ($\epsilon,0$)-DP mechanism gives $\frac{\epsilon}{\sqrt{2}}$-zCDP, which gives $(\epsilon/2\log(1/\delta),\delta)$-DP for every $\delta > 0$. In our experiments, all $\epsilon$ parameters are translated using these relationships so as to compare at the same relative privacy settings. As is typical, we set $\delta$ to be “cryptographically small,” at most $\frac{1}{n}$ for $n$ records, but typically much smaller [17].

Differentially Private Data Synthesis.

We considered five state-of-the-art private data release methods: MST, AIM, PrivMRF, PATECTGAN, PrivBayes and GEM. We acknowledge that many other methods exist for generating DP data [16, 22, 52, 54]. We chose this set informed by recent work [51, 38] showing that, over randomized query workloads on tabular data, MST, AIM and PrivMRF are the highest-performing marginal-based methods, that PrivBayes is the highest-performing Bayes-net-based method, and that PATECTGAN and GEM are the highest-performing deep learning based methods. AIM, PrivMRF and GEM are more recent than MST; they were not included in the recent dedicated DP synthesizer benchmarking survey [51] and are currently considered to be the state-of-the-art DP synthesizers.

PrivBayes [56] derives a Bayesian model and adds noise to all k-way correlations to ensure differential privacy, and despite being published in 2017 is still competitive with more recent methods. MST [36] relies on the Private-PGM graphical model to construct a maximum spanning tree among attributes in the data feature space, where edges are weighted by mutual information. It can measure 1-, 2- and even 3-way marginals to create a high-fidelity low-dimensional approximation of the joint distribution. AIM [38], like MST, relies on the Private-PGM for parameterizing the underlying distribution, but utilizes an iterative process to take advantage of higher values of $\epsilon$. PrivMRF [7] is another marginal-based algorithm that relies on Private-PGM, and its novelty lies in a clever criteria for the selection of marginals to measure. PATECTGAN [55, 45] relies on a conditional generative adversarial network tuned to tabular data, where the discriminator has privacy constraints. GEM [35] analyzes the “Adaptive Measurements” framework for private synthetic data algorithms, inspired by the MWEM architecture [22], to (1) privately selects a set of queries; (2) obtains noisy measurements of these queries; and (3) updates an approximating distribution according to some loss function.

3. EPISTEMIC PARITY EVALUATION

Intuitively, epistemic parity holds if all published findings from the original dataset also hold on the synthetic dataset. Consider a finding to be a Boolean condition over the dataset, e.g., whether some statistic $f$ exceeds threshold $k$. We obtain an epistemic parity score by synthesizing many datasets and reporting the fraction for which the finding holds. Figure 1 illustrates the workflow. The input is a set of papers, and the output is a set of scores indicating whether findings are supported under various DP synthesizers. A study is associated with one dataset and potentially many papers, each using a subset of the variables in the study. We assume public access to the data on which the paper’s results were computed; our focus is on evaluating DP methods (requiring ground truth) rather than on protecting the privacy of subjects involved in the study.2

2Indeed, inaccessible ground truth undermined the US Cen-
Given a paper, we identify natural language claims made by the authors as candidates for findings. Though these claims may appear anywhere in the paper, most were found in the results section. Domain expertise provides an advantage in this task, but we contend that it should always be possible for non-expert readers to identify major claims since the goal of a paper is to communicate findings to a broader audience. For each claim, we identify the quantitative evidence that supports the claim, recording the variables involved and methods used. We then re-implement the analysis to (attempt to) reproduce the salient findings and conclusions in the paper over the original, public dataset.

While this reproduction step is always possible in principle, it can be difficult or impossible in practice [3, 39], and may involve guesswork when the computational details are incomplete. Moreover, inconsistent reproducibility can introduce bias in our benchmark: we may be more likely to include findings for which computational details are clear, which may be those that are simpler to explain or better-known by the author.

If the reproduction was successful, we generate $k \times m$ synthetic datasets representing $k$ trials with different random seeds and $m$ different DP methods, and then draw an additional $B$ samples from each seeded DP method. In our initial benchmark, $k = 10$ and $m = 5$, and $B = 25$. The additional $B$ draws allow us to bootstrap a confidence interval for each (trained) synthesizer. That is, there are two sources of randomness: the training procedure used by the mechanism, and the random sampling of the learned model to actually generate synthetic data. Although each synthetic dataset could be scaled to any number of records — recall that we are sampling a privatized model — we always use the same number of records as the original data for each bootstrap sample. Given this set of synthetic datasets, we again attempt to reproduce the findings using each one. Finally, we contrast the findings based on original and DP data by measuring the proportion of trials, for each method, where a given finding holds. Our methodology is implemented in an open-source framework.

**Reproducing Experimental Studies.**

We adapt three concepts of reproducibility — values, findings, and conclusions — from Cohen et al. [9] into a practical taxonomy for reproducing a statistical analysis in a peer-reviewed publication, and implement a software framework that allows us to conduct concrete experiments around this taxonomy. The atomic element in reproducibility is a finding, defined by Cohen et al. [9] as “a relationship between the values for some reported figure of merit with respect to two or more dependent variables.” For the purposes of our study, a finding consists of a natural language statement (i.e., a claim) reported in a publication, along with evidence provided by one or more quantitative or qualitative sub-statements about the analysis.

Evidence for a finding consists of a comparison between two or more values that can be evaluated as a Boolean condition. A value may be a scalar (i.e., 34.1%), an aggregated or computed result (i.e., a regression coefficient of 1.2), or even an implicit threshold expressed in natural language (e.g., “a low rate” or “a strong correlation”). In these cases, we instantiate the language as a quantitative threshold, applying conventions from the literature when they exist. For example, a common convention is that Pearson’s correlation is considered “strong” when $r$ is larger than 0.7.

A special case of a finding is a qualitative visual finding that often appears in the form of a figure, table or diagram. A figure encodes many potential findings; we do not (necessarily) consider each of these sub-findings on their own in our analysis, but rather treat them as a single visual finding: we attempt to reproduce the figure itself, and subjectively evaluate its similarity to the original.

Finally, following Cohen et al. [9], a conclusion is defined as “a broad induction that is made based on the results of the reported research.” A conclusion must be explicitly stated in a paper, and comprises one or several findings.

**Generating DP Synthetic Data.**

Each of the papers that we reproduced using DP synthetic data derived findings from a subset of the full study’s data. For example, HSLS:09 consists of over 7000 columns, but Jeong et al. [30] used only a subset of 57. We synthesize the subset of data relevant for the reproduced findings and conclusions, as discussed in Section ??.

In the case where a paper relies on longitudinal data from a study, we collapse the data such that it is “one row to one person.”

The DP methods for private data release are executed for the range of $\epsilon$ values $\epsilon \in \{e^{-3}, e^{-2}, e^{-1}, e^{0}, e^{1}, e^{2}\}$, which represents a small to medium privacy regime [4]. Each DP mechanism is run 10 times to produce, at each $\epsilon$ value, $10 \times B$ sampled datasets using the same sample size but different random seeds (where $B$ is the bootstrap parameter). Each DP method involves different hyperparameters and varying levels of tunability, but we use author-recommended settings to avoid biasing results towards our own expertise. We then re-compute the findings for each sample.

If all findings are reproduced regardless of epsilon or random seed, we say that the DP mechanism achieves complete epistemic parity. But we measure parity as the proportion of iterations for which the finding holds. The goal is to look at small variations in the exact value in favor of maintaining the relative relationships of the computed statistics for interpretability and practical utility.

**4. BENCHMARK CONSTRUCTION**

In constructing our benchmark, we selected study datasets that have been used in at least 100 papers, focusing on peer-reviewed, publicly available studies from the past 5 years that utilize publicly accessible data and are under 30 pages. We selected: (1) The High School Longitudinal Study (HSLS:09) [10], a longitudinal study of U.S. 9th graders (three of four paper reproduction attempts successful), (2) the National Longitudinal Study of Adolescent and Adult Health (AddHealth) [23] that follows U.S. adolescents from grades 7 through 12 during the 1994-1995 school year (two of four paper reproduction attempts successful), (3) The National Survey on Drug Use and Health (NSDUH) [53] that measures U.S. drug use prevalence and correlates (one of four paper reproduction attempts successful, at least partially due to study variations without clear version records), and (4) the Americans’ Changing Lives Survey (ACL) [26], which tracks U.S. adults over time to understand the effects of social connections and work on health (two of two reproduction attempts partially successful), see [44] for details.
**Selected Studies.**

A study dataset was selected only if it was used in at least 100 papers. For each selected study, we selected peer-reviewed papers published during the past 5 years that are no more than 30 pages long.

**HSLS:09.** High School Longitudinal Study [10], is a nationally representative, longitudinal study of U.S. 9th graders who were followed through their secondary and postsecondary years.

**AddHealth.** National Longitudinal Study of Adolescent and Adult Health [23], consists of a nationally representative sample of U.S. adolescents in grades 7 through 12 during the 1994-1995 school year.

**NSDUH.** National Survey for Drug Use and Health 2004-2014 [53], measures the prevalence and correlates of drug use in the U.S.

**ACL.** The Americans’ Changing Lives Survey [26], is an ongoing longitudinal study of the lives of U.S. adults. The study has several waves, the first of which was conducted in 1986, and each wave continues with the same respondents to determine how social connections, work, and other factors affect health throughout their lifetimes.

**Selected Papers.**

We will briefly outline each paper from our benchmark. Saw et al. [48] utilized HSLS:09 for examining disparities in STEM career aspirations among high school students. Lee et al. [34] evaluated the impact of teacher support and self-perceptions on math performance using HSLS:09. Jeong et al. [30] investigated racial bias in the performance of machine learning classification tasks with HSLS:09. Fruith and Chan [20] explored the impact of mentors on first-generation college students using AddHealth. Iverson and Terry [27] analyzed the effects of high school football on later-life depressive and suicidal tendencies using AddHealth. Fairman et al. [19] investigated early marijuana use and its consequences using NSDUH. Assari and Bazargan [1] studied the impact of obesity on mortality risk due to cerebrovascular disease using ACL. Pierce and Quiroz [40] examined the effects of social support on emotional states using ACL.

**Note on study/dataset dimensionality.** We did not explicitly filter papers based on the size of the dataset they used. The studies we considered were very high dimensional (many thousands of variables), but the corresponding papers in our benchmark each follow a standard subsetting procedure, where they select a small collection of variables of interest for analysis. Thus, our benchmark datasets are not as high-dimensional as other benchmarks [38].

**Comparison to Other DP Benchmarks.**

Selected papers represent 8 new datasets. In this section, we adopt a meta-learning perspective [41, 42] to discuss characteristics that differentiate these datasets from typical ML benchmarks [33, 49] used in prior DP studies [24, 45].

In Table 1, we show several properties and meta-features for eight datasets from our benchmark, as well as for two popular datasets from the UCI Machine Learning repository [14], Adult [33] and Mushroom [49].

**Number of outliers** is calculated as the number of values that fall outside of the second and third quartiles, summed across all numerical variables. Outliers present a challenge for privatization, as they are easily identifiable.

**Mutual information (mean, standard deviation)** is calculated for each pair of features. DP synthetic data algorithms like PrivMRF, MST, PrivBayes and AIM are, at their core, interested in preserving mutual information between features, but this preservation is challenging given the constrained nature of model fitting (often relying on a small set of 2- or 3-way marginal queries) and the addition of noise for privatization.

**Skewness (mean, standard deviation)** of a sample is calculated according to the formula for adjusted Fisher-Pearson standardized moment coefficient, which is an unbiased estimate that gives similar results to other popular skewness measures for large samples, but can vary for smaller and moderate-sized samples [31]. The regularity of variables in a dataset (the level of asymmetry in the underlying distributions) affects their ease of replication.

**Sparsity (mean, standard deviation)** is defined as a normalized ratio of the number of samples over the number of unique values. Sparser data may be harder to capture through noisy marginal measurements.

Table 1 illustrates the benchmark covers a wide range of values of these metrics. Interestingly, one of our most challenging datasets to reproduce, Iverson and Terry [27], had the lowest average mutual information score and one of the highest sparsity scores. Many of the synthesizers we test depend on mutual information to select the marginal measurements for distribution learning. Selecting the most relevant 2-way marginals when mutual information is uniformly low and there are many features is clearly a challenge. Moreover, Adult, a common challenge dataset, has uniquely skewed distributions, which aligns with prior work suggesting that this dataset is idiosyncratic therefore less appropriate for evaluation and benchmarking [11].

### 5. RESULTS

Our benchmark consists of eight papers, each evaluated on six synthetic data algorithms for six values of \( \epsilon \), for a total of 36 mechanisms for each paper, each repeated with 10 random seeds. We draw 25 samples of size \( n \), where \( n \) is the real data sample size, and bootstrap over this set of samples when calculating average parity over our finding set. Benchmarking extensively with DP synthesizers is computationally expensive [38, 45, 51]. Fitting many synthesizers took 100s of compute hours. Training PrivMRF and PATE-CTGAN was done using NYU’s Greene High Performance Computing cluster using A100 and RTX8000 NVIDIA GPUs with 80GB and 48GB of RAM respectively. GPUs from that same cluster were used to train AIM, MST, PrivBayes, and GEM. The benchmark itself (assessing parity per paper) was also run on the cluster.

**Epistemic parity: overall performance.**

Figure 2 shows parity for all findings across all papers, for each of the five synthesizers, with \( \epsilon \) regimens of \( e^{-3}, e^{-2}, e^{-1}, e^0, e^1, \) and \( e^2 \). Darker color indicates lower average parity, while lighter indicates higher average parity. Each paper is a block of rectangles, where the \( x \)-axis represents findings and the \( y \)-axis shows the five synthesizers. The crosshatched cells indicate that a synthesizer was unable to fit to a dataset in under 6 hours.

The final row, labeled “real, bootstrap,” in Figure 2 shows the results of our Bayesian bootstrapping control procedure (see full version of the paper for details [44]). We note that over 97% of our findings are reproduced in 100% of our
Bayesian bootstrap iterations. For the remaining inconsistent three findings over the bootstrap, it is unfair to expect the private synthesizers to have higher epistemic parity than the bootstrap control.

The overall performance of the synthesizers was impressive. All synthesizers achieved 100% parity for Lee et al. [34], and Fruitil and Chan [20]. Besides PrivMRF (which was computationally infeasible to fit to the data), AIM, MST, PrivBayes, PATECTGAN, and GEM achieved 100% parity for Pierce and Quiroz [40] as well. Both Saw et al. [48], and Assari and Bazargan [1] also had very high levels of parity between findings on real and on synthetic data, although each of these papers had at least one finding that was difficult to reproduce.

Two of the papers provided the greatest challenge, and the most interesting results, across privacy regimes and synthesizer types: Fairman et al. [19], and Iverson and Terry [27]. These papers were challenging for very different reasons. Fairman et al. [19] had the second-smallest domain size, and the fewest variables. However, it had by far the largest sample, consisting of nearly 300K records. This combination made it very sensitive to noise in marginal measurements (as they are essentially counts), in turn making the findings difficult to replicate in low-privacy settings. Still, PrivBayes and MST exhibited impressive performance in comparison to AIM, PATECTGAN and GEM. On the other hand, Iverson and Terry [27] had both one of the largest domains and the most variables of the papers in our benchmark, as well as a low mutual information between variables. No synthesizer with the exception of GEM exhibited convincing parity performance on this paper.

GEM was the strongest performing synthesizer on one paper (Iverson and Terry [27]). For the other papers in our benchmark, neither PATECTGAN nor GEM were the strongest performing. However, these methods were the most computationally tractable on high-dimensional large-domain data, and were the only methods that were feasible to run on Jeong et al. [30], where they both achieved 100% parity. Interestingly, PrivBayes often outperformed MST on our benchmark. We believe that this can be explained by two factors: (1) MST is tailored to work on high-dimensional datasets such as NIST, where explicitly parameterizing a conditional structure (like PrivBayes does) is costly and unstable, while the datasets in our benchmark are relatively low-dimensional; and (2) the findings that comprise the epistemic parity metric are based on conclusions that often rely on conditional relationships, which PrivBayes represents explicitly, while MST does not.

PrivMRF was the slowest synthesizer to run, and required a GPU. This requirement limited our ability to fully assess the capabilities of PrivMRF, although we observe that it performed well on the datasets on which it was able to run successfully. PrivBayes was the second-slowest method to run, due to a known limitation in handling high-dimensional data, but performed competitively on datasets on which it was able to run successfully. Notably, no synthesizer succeeded across all papers, and, remarkably, some findings were never reproduced by any of the synthesizers.

**Epistemic parity across $\epsilon$ values.**

Figure 3 compares synthesizer performance across reasonable $\epsilon$ values, shown on the $x$-axis in both sub-figures. The left side of the figure shows aggregated epistemic parity as the percentage of reproduced findings on the $y$-axis, over all iterations of each synthesizer, averaged over all publications in our benchmark. We observe that synthesizer performance (average parity) improves — although not substantially — for higher $\epsilon$ values for marginals-based methods PrivMRF, MST, and AIM. At the smallest values ($\epsilon = e^{-3}, e^{-4}$), the performance of PrivBayes, AIM, and MST all begin to noticeably (and understandably) degrade. For certain findings (e.g., 16-21). Interestingly, PrivBayes achieves best performance at $\epsilon = e$, and PATECTGAN and GEM appear insensitive to the value of $\epsilon$. These trends are consistent with the observations in Figure 2, and support the choice of $\epsilon = e$ as a reasonable privacy budget. Overall, we observe that restricting the privacy budget to $\epsilon = e^{-3}$ does not significantly affect the ability of the synthesizers to reproduce the “easy” findings, while increasing it to $\epsilon = e^2$ does not help with reproducing the “difficult” findings. We conjecture that the modeling structure employed by the synthesizer is more important than the scale of private noise.

The right side of Figure 3 shows average variance of epistemic parity. We observe that variance is lowest for PrivMRF, followed by PrivBayes. Further, we observe that the value of $\epsilon$ has little impact on parity variance; AIM is the only synthesizer that benefits from a higher value of $\epsilon$ in terms of reduced average parity variance.

The observation that epistemic parity is insensitive to $\epsilon$ is significant. It suggests that our metric is substantially different compared to other metrics that were previously used for assessment of DP synthesizers. Parity may provide in-

### Table 1: Properties and meta-features of the datasets in our benchmark, and of two datasets that are commonly used for DP benchmarking, Adult and Mushroom. Mutual Information, Skewness and Sparsity are the average for each of these metrics across all variables in the dataset. Our results reinforce that synthesizers may struggle with large sample sizes (Fairman et al.), large domain sizes (Jeong et al.), and low mutual information (Iverson and Terry).

<table>
<thead>
<tr>
<th>Paper</th>
<th>Sample Size</th>
<th>Variables</th>
<th>Domain Size</th>
<th>Outliers</th>
<th>Mutual Info.</th>
<th>Skewness</th>
<th>Sparsity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assari and Bazargan [1]</td>
<td>3361</td>
<td>16</td>
<td>9.03e+09</td>
<td>9</td>
<td>0.051 ± 0.153</td>
<td>0.563 ± 1.557</td>
<td>0.253 ± 0.251</td>
</tr>
<tr>
<td>Fairman et al. [19]</td>
<td>293581</td>
<td>6</td>
<td>2.05e+05</td>
<td>0</td>
<td>0.255 ± 0.432</td>
<td>0.185 ± 0.402</td>
<td>0.174 ± 0.165</td>
</tr>
<tr>
<td>Fruitil and Chan [20]</td>
<td>4173</td>
<td>11</td>
<td>2.20e+10</td>
<td>6</td>
<td>0.104 ± 0.256</td>
<td>0.607 ± 1.694</td>
<td>0.394 ± 0.183</td>
</tr>
<tr>
<td>Iverson and Terry [27]</td>
<td>1762</td>
<td>27</td>
<td>5.71e+15</td>
<td>5</td>
<td>0.004 ± 0.010</td>
<td>NaN</td>
<td>0.307 ± 0.180</td>
</tr>
<tr>
<td>Jeong et al. [30]</td>
<td>15054</td>
<td>57</td>
<td>7.04e+12</td>
<td>32</td>
<td>0.020 ± 0.026</td>
<td>0.338 ± 2.850</td>
<td>0.261 ± 0.166</td>
</tr>
<tr>
<td>Lee et al. [34]</td>
<td>14755</td>
<td>9</td>
<td>5.11e+17</td>
<td>5</td>
<td>2.862 ± 1.242</td>
<td>0.080 ± 0.440</td>
<td>0.111 ± 0.156</td>
</tr>
<tr>
<td>Pierce and Quiroz [40]</td>
<td>1585</td>
<td>17</td>
<td>7.19e+11</td>
<td>11</td>
<td>0.030 ± 0.050</td>
<td>0.001 ± 1.050</td>
<td>0.146 ± 0.158</td>
</tr>
<tr>
<td>Saw et al. [48]</td>
<td>20242</td>
<td>9</td>
<td>4.30e+04</td>
<td>3</td>
<td>0.143 ± 0.145</td>
<td>1.291 ± 1.218</td>
<td>0.354 ± 0.171</td>
</tr>
<tr>
<td>Adult [33]</td>
<td>32561</td>
<td>15</td>
<td>9.06e+14</td>
<td>96</td>
<td>0.066 ± 0.053</td>
<td>17.455 ± 22.992</td>
<td>0.125 ± 0.164</td>
</tr>
<tr>
<td>Mushroom [49]</td>
<td>8124</td>
<td>23</td>
<td>2.44e+14</td>
<td>74</td>
<td>0.199 ± 0.209</td>
<td>6.211 ± 8.955</td>
<td>0.297 ± 0.219</td>
</tr>
</tbody>
</table>
Figure 2: Epistemic parity for six competitive mechanisms for synthesizing data across four $\epsilon$ values ($e^{-3}, e^{-2}, e^{-1}, e^0, e^1, e^2$). All mechanisms achieve perfect parity on Fruith and Chan and Lee et al., and all but one achieve perfect parity on Pierce and Quiroz. Only PATECTGAN can scale to support Jeong et al. All methods struggled with the high dimensionality of Iverson and Terry. PrivMRF was too slow to be viable; we report results only for $\epsilon = e^0$. Only PrivBayes and MST achieved reasonable parity for Fairman et al. For datasets associated with Assari and Bazargan and Saw et al., only one finding was difficult to reproduce, and all methods struggled. Surprisingly, parity is relatively insensitive to $\epsilon$.

sight into a more fundamental question about whether a DP synthesizer’s methodology — the types of measurements it takes to constitute a synthetic distribution — is appropriate to preserve the statistical properties of the dataset that are necessary to reproduce findings.

Epistemic parity across finding types.

Table 2 summarizes the methods used in the publications in our benchmark, each corresponding to a type of finding. We observe Mean Difference (both Between-class and Temporal) is by far the most common finding type, followed by Coefficient Difference. Whether a finding can be reproduced over DP synthetic data depends on several factors, including dataset size (as in Fairman et al. [19]) and dimensionality (as in Iverson and Terry [27]). However, finding type likely also plays a role: The majority (19 out of 26) of Mean Difference / Temporal findings are in these two papers that were difficult to reproduce. However, we must be cautious to interpret this as a trend: the remaining 7 findings of type Mean Difference / Temporal (FC) were in Saw et al. [48], and they were reproduced successfully by all synthesizers. In what follows, we qualitatively evaluate the impact of finding type (and, possibly, of other properties of the finding) on its reproducibility over DP synthetic data.

That some findings are easier to reproduce than others is unsurprising. Though each synthesizer relies on a fundamentally different approach to replicating the joint distribution across all of the data, they each struggle with high dimensional data. Further, for general-purpose synthetic data, PrivMRF, AIM, MST and PrivBayes prioritize lower dimensional 2- or 3-way relationships among variables, and thus it is unsurprising that simple mean comparison findings are easily preserved by these methods.

We were surprised by the high number of findings across all papers (even those that we were unable to replicate) relying only on 1- or 2-dimensional comparisons: The low dimensionality suggests that earlier empirical studies (including Tao et al. [51] and Hay et al. [24]) may be suitable as proxy tasks. Targeted improvements to the synthesizers may allow us to simultaneously support high utility for individual
Figure 3: Average epistemic parity across papers achieved by AIM, PrivMRF, MST, PrivBayes, PATECTGAN, and GEM as a function of the privacy parameter $\epsilon \in \{e^{-3}, e^{-2}, e^{-1}, e^0, e^1, e^2\}$. Parity, on the y-axis, is on $[0,1]$ and represents the fraction of reproduced findings over all experiments at each $\epsilon$.

Table 2: Methods used in benchmark papers, each corresponding to a type of finding in our framework.

<table>
<thead>
<tr>
<th>Method</th>
<th>Type</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>Descriptive Statistics</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Between-Coefficients</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Fixed Coefficient (Sign)</td>
<td>2</td>
</tr>
<tr>
<td>Causal Paths</td>
<td>Variability</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Interaction</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Coefficient Difference</td>
<td>19</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>PBR, FNR, FPR (each)</td>
<td>2</td>
</tr>
<tr>
<td>Mean Difference</td>
<td>Accuracy</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Between-Class</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Temporal (FC)</td>
<td>26</td>
</tr>
<tr>
<td>Correlation</td>
<td>Pearson</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Spearman</td>
<td>1</td>
</tr>
</tbody>
</table>

findings and their composition into broad conclusions.

Next, we consider 3 findings that were difficult regardless of synthesizer or privacy regimen: #4 (Assari and Bazargan [1]), #39 (Iverson and Terry [27]), and #96 (Saw et al. [48]), see Figure 2. Finding #4 is of type Descriptive Statistics. It is based on the text statement “Similarly, overall, people had 12.53 years of schooling at baseline (95%CI = 12.34-2.73).” Finding #39 is also of type Descriptive Statistics, and is based on a somewhat longer text statement that refers to specific percentages of individuals being diagnosed with specific disorders (5 such pairs of statistics in total). Finding #96 is of type Mean Difference / Between-class. It’s based on the text statement “From a longitudinal perspective, students from the two lower SES groups—low-middle and low SES groups—had significantly fewer persisters (31.9% and 29.9%) and emergers (6.1% and 5.4%) than their high SES peers (45.1% and 9.0%, respectively).”

These findings were difficult to reproduce because they give specific measurements for variables with large domains. Larger domains require proportionally more DP noise, and so the learned distribution over these variables was too noisy to reproduce the findings within the specified tolerance.

Summary of experimental results.

Overall, we were encouraged by the performance of state-of-the-art synthesizers on our benchmark. DP synthetic data has become more widely used in the social sciences (for Census Data, etc.) and these findings suggest that, in certain contexts, scientists can use DP synthetic data to conduct their scientific inquiry. We caveat this point: Certain contexts means relatively low-dimensional tabular data. Our benchmark can be used to assess if those data characteristics hold for a particular dataset, and researchers can proceed with their private analysis with increased confidence.

However, large domain and high-dimensional settings are still a challenge for DP synthesizers: as the domain/number of variables grows, the ease of fingerprinting individuals in a dataset increases dramatically. Our findings suggest that existing synthesizers struggle to scale (PrivMRF, MST, AIM, PrivBayes), or are far from achieving reasonable utility (PATPECTGAN, GEM). We suggest incorporating more principled methods of data preprocessing, like DP-binning, DP variable pruning, or other domain-variable count reduction techniques into synthesizers, so that successful margins-based methods can be utilized for more complex data.

6. CONCLUSIONS AND FUTURE WORK

Summary of contributions. We proposed epistemic parity as a methodology for measuring the utility of DP synthetic data in support of scientific research. We assembled a benchmark of peer-reviewed papers that analyze one of four studies in the ICPSR social science repository. We then experimentally evaluated epistemic parity achieved by state-of-the-art DP synthesizers over the papers in our benchmark. Overall, we found epistemic parity to be a compelling method for evaluating DP synthesizers. Further, we found that, of the six DP synthesizers we evaluated, no single synthesizer outperformed all others on all papers. Finally, some findings were never reproduced by any of the synthesizers.

Future work: Characterizing false discoveries. Replicating published findings using synthetic versions of the original data can reveal some implications of DP for scientific research. However, this methodology does not assess the possibility of findings that would have occurred if the original research had been done on synthetic data, which is related to publication bias [46, 28]. In future work, epistemic parity could be extended to quantify the effect of DP noise in producing these false discoveries by simulating data with both “real” and spurious relationships.

Future work: Rebalancing utility and privacy. Though DP was developed to provide formal guarantees of privacy with best-effort utility, many practitioners and data providers may want the inverse: strong guarantees of utility with quantifiable, flexible risk of privacy violations that can be managed with policy rather than mathematical guarantees. Our benchmark promotes a more holistic discussion of socio-technical-legal systems. Additionally, DP synthesizers can generate arbitrarily large samples at low cost, which makes the power of statistical hypothesis tests another concern for scientific research on private data. Epistemic parity could be extended to estimate the sample size required to achieve a desired power for a particular finding.
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By now, it is widely-accepted folk wisdom that “half of the time in any data analysis project is spent wrangling the data”. Analytic algorithms and tools—built on mathematical foundations of matrices and relations—require their data to be lined up in particular rows and columns. In the relational model (known in data science circles as “tidy data”), each row is an independent observation, and each column is a distinct attribute of the phenomenon described by the data. While there are many aspects to data wrangling, perhaps none is more basic than the challenge of getting data reorganized, positionally, into the right form for analysis.

Unfortunately, most data sets do not arrive tidy, in the sense of being relational. In particular, tables made for human consumption—e.g., spreadsheets or web tables—are notorious for requiring reorganization before analysis. Some tables contain a patchwork of rectangular regions, using colors, separator lines, or metadata embedded inside the data to demarcate ranges of cells. Other tables encode data that we want to analyze into the column names (metadata), making those values difficult to query. Some tables simply lay things out awkwardly: data that we want to analyze together (say, a year of daily temperature readings) is spread across multiple columns (e.g., a column per day), making calculations across the full dataset tedious to express.

Every data set is a little different, so reorganizing data into the right rows and columns typically involves generating bespoke, multi-step wrangling scripts. Automating this task is fundamentally a problem of program synthesis, usually in a data-centric domain-specific language (DSL).

The AutoTables paper by Li, et al. in VLDB ’23 is an automation breakthrough in this space, setting a new bar for AI assistance in wrangling messy data tables into relational form. The paper is impressive not only for its results, but for its pragmatism and insight.

As the authors point out in framing the problem, a key challenge is the human bottleneck in learning and inference in this domain. Supervised learning is problematic here: human users are not good at reading tables and classifying their problems. At inference time, standard “query by example” UIs are not tenable: it is extremely tedious to write down a “correct” data table in non-trivial scenarios. Instead, the authors attempt to train models and perform inference without any human input. How does that work? That is the big “aha moment” at the heart of this very readable paper.

The key idea comes from the algebra: operations in a data wrangling DSL typically have inverses. Hence every operation that makes some data set cleaner also has an inverse that makes the resulting data set dirtier! In particular, if we start with a clean relational table $R$ (say from a relational database), and “dirty it up” with operation $O^{-1}$, then we have a labeled example: the resulting table $R' = O^{-1}(R)$ is an example of a table that can be cleaned via the operation $O$. Given that simple observation, the rest follows: a training set can be generated on the fly by sampling from the space of (invertible) transformation operators and their parameters, and a space of clean relational tables to be dirtied. Once a model is trained on that data, there is only one query at inference time: “Relationalize This!”

Much of the remaining material in the paper involves featurizing tables so that well-studied learning techniques can capture the patterns associated with $R'$ vs. $R$ in a loss function. The featurization techniques in the paper relate to data visualization, in the sense that they treat data tables as a special case of images. Intuitively, a clean data table is a grid of cells, which—like pixels in an image—have some coherence. The values down a column of a clean table should certainly share certain features. The values of adjacent cells row-wise will exhibit patterns also. The space of expected patterns may be hard for humans to codify, much like the patterns associated with images of cats. But as we know, deep nets are good at learning and discriminating these patterns. The authors cannily borrow tricks used in training computer vision models—e.g., data augmentation—and show that they are effective here as well.

The paper primarily presents its results in the context of coding environments like R and Python. It strikes me that data wrangling automation of this sort may have even more impact in low-code visual tools—perhaps directly in the venerable spreadsheet, the progenitor of low-code innovation! It will be interesting to watch how improvements in automation like this paper are integrated into the user experience of data analysts across industries and application domains. Regardless of how that plays out, this paper is a big step forward on one of the core problems in data wrangling.
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ABSTRACT
Relational tables, where each row corresponds to an entity and each column corresponds to an attribute, have been the standard for tables in relational databases. However, such a standard cannot be taken for granted when dealing with tables “in the wild”. Our survey of real spreadsheet-tables and web-tables shows that over 30% of such tables do not conform to the relational standard, for which complex table-restructuring transformations are needed before these tables can be queried easily using SQL-based tools. Unfortunately, the required transformations are non-trivial to program, which has become a substantial pain point for technical and non-technical users alike, as evidenced by large numbers of forum questions in places like StackOverflow and Excel/Tableau forums.

We develop an AUTO-TABLES system that can automatically synthesize pipelines with multi-step transformations (in Python or other languages), to transform non-relational tables into standard relational forms for downstream analytics, obviating the need for users to manually program transformations. We compile an extensive benchmark for this new task, with 244 real test cases collected from user spreadsheets and online forums. Our evaluation suggests that AUTO-TABLES can successfully synthesize transformations for over 70% of test cases at interactive speeds, without requiring any input from users, making this an effective tool for users to prepare data for downstream analytics.

1. INTRODUCTION
Modern data analytics like SQL and BI are predicated on a standard format of relational tables, where each row corresponds to a distinct “entity”, and each column corresponds to an “attribute” for the entities that contains homogeneous data-values. While such tables are de-facto standards in relational databases, to the extent that we as database people may take them for granted, we would like the highlight that a significant fraction of tables “in the wild” actually fail to conform to such standards, making it considerably more challenging to query them using SQL-based tools.

Non-relational tables are common, but hard to query. Real tables in the wild, such as spreadsheet-tables or web-tables, can often be “non-relational” and hard to query, unlike tables that we expect to find in relational databases. We randomly sampled hundreds of user spreadsheets (in Excel), and web tables (from Wikipedia), and found around 30-50% tables to have such issues. Figure 1 and Figure 2 show real samples taken from spreadsheets and the web, respectively, to demonstrate these common issues. (We emphasize that the problem is prevalent at a very large scale, since there are millions of tables like these in spreadsheets and on the web.)

Take Figure 1(a) for example. The table on the left is not a standard relational table, because each column marked in green contains sales numbers for only a single day (“19-Oct”, “20-Oct”, etc.), making these column values highly homogeneous in the horizontal direction (while in typical relational tables, we expect values in columns to be homogeneous in the vertical direction). Although this specific table format makes it easy for humans to eyeball changes day-over-day by reading horizontally, it is unfortunately hard to analyze using SQL. Imagine that one needs to compute the 14-day average of sales, starting from ’20-Oct’ – for this table, one has to write: SELECT SUM(’20-Oct’, ’21-Oct’, ..., ’22-Oct’), ... FROM T, across 14 different columns, which is long and unwieldy to write. Now imagine we need 14-day moving averages with every day in October as the starting date – the resulting SQL is highly repetitive and hard to manage.

In contrast, consider a transformed version of this table, shown on the right of Figure 1(a). Here the homogeneous columns in the original table (marked in green) are transformed into only two new columns: “Date” and “Units Sold”, using a transformation operator called “stack” (listed in the first row of Table 1). This transformed table contains the same information as the original table, but is much easier to query – e.g., the same 14-day moving average can be computed using a succinct range-predicate on the ‘Date’ column, where the starting date ’20-Oct’ is a literal parameter that can be easily changed into other values.

There are many such spreadsheet tables that require different kinds of transformations before they are ready for SQL-based analysis. Figure 1(b) shows another example, where every 3 columns form a repeating group, representing “Revenue/Units Sold/Margin” for a different year (marked in red/green/blue in the figure). Tables with these repeat-
Wide-to-long: transforming repeating column groups into rows.

The colored col-groups in input have repeating patterns and should collapse.

Stack: transforming homogeneous columns into rows.

The colored columns in input are homogeneous and should collapse together.

Transpose: transforming rows to columns and vice versa.

The colored rows in input have homogeneous content in the horizontal direction.

Pivot: transforming repeating row groups into columns.

The colored rows in input have repeating patterns that should become cols.

Figure 1: Example input/output tables for 4 operators in **Auto-Tables**: (a) Stack, (b) Wide-to-long, (c) Transpose, (d) Pivot.

The input-tables (on the left) are not relational and hard to query, which need to be transformed to produce corresponding output-tables (on the right) that are relational and easy to query. Observe that the color-coded, repeating row/column-groups are “visual” in nature, motivating a CNN-like architecture like used in computer vision for object-detection.

ing column-groups are also hard to query, just like Figure 1(a), but in this case the required transformation operator is called “wide-to-long” (second row of Table 1).

Figure 1(c) shows yet another example, where each hotel corresponds to a column (whose names are in row-1), and each “attribute” of these hotels corresponds to a row. Note that in this case values in the same rows are homogeneous (marked in different colors), unlike relational tables where values in the same columns are homogeneous. A transformation called “transpose” is required in this case (listed in the third row of Table 1), to make the resulting table, shown on the right of the figure, easy to query – for instance, a query to sum up the total number of hotel rooms is hard to write on the original table, but can be easily achieved using a simple SUM query on the “Single Room” column in the transformed table.

Figure 1(d) shows another example where columns are represented as rows in the table on the left. This is similar to Figure 1(c), except that the rows in this case are “repeating in groups, thus requiring a different transformation operator called “pivot” (listed in the fourth row of Table 1) as opposed to “transpose”. The resulting table is shown on the right, which becomes easy to query.

While the examples so far are all taken from spreadsheets, we note that similar structural issues are also widespread in Web tables. Figure 2 shows real examples from Wikipedia, which share similar characteristics as the spreadsheet tables in Figure 1, which all require transformations before these tables can be queried effectively.

**Non-relational tables are hard to “relationalize”**. We mentioned that the example tables in Figure 1 and Figure 2 require different transformation operators. Table 1 shows 8 such transformation operators commonly needed to relationalize tables (where the first 4 operators correspond to the examples we see in Figure 1).

The first column of Table 1 shows the name of the “logical operator”, which may be instantiated differently in different languages (e.g., in Python or R), with different names and syntax. The second column of the table shows the equivalent Pandas operator in Python [11], which is a popular API for manipulating tables among developers and data scientists, that readers may be familiar with.

While the operations listed in Table 1 already exist in languages such as R and Python, they are not easy for users to invoke correctly, because users need to:

1. Visually identify different structural issues in an input table that make it hard to query (e.g., repeating row/column-groups shown in Fig. 1(a-d)), which is not obvious to non-expert users;
2. Map the visual pattern identified from the input table, to a corresponding operator in Table 1 that can handle such issues. This is hard for users not familiar with the exact terminologies to describe these transformations (e.g., pivot vs. stack);
Real Web tables from Wikipedia that are also non-relational, similar to the spreadsheet tables shown in Figure 1.

**Table 1:** Auto-Tables DSL: table-restructuring operators and their parameters to “relationalize” tables. These operators are common and exist in many different languages, like Python Pandas and R, sometimes under different names.

<table>
<thead>
<tr>
<th>DSL operator</th>
<th>Python Pandas equivalent</th>
<th>Operator parameters</th>
<th>Description (example in parenthesis)</th>
</tr>
</thead>
<tbody>
<tr>
<td>stack</td>
<td>melt [14]</td>
<td>start_idx, end_idx</td>
<td>collapse homogeneous cols into rows (Fig. 1a)</td>
</tr>
<tr>
<td>wide-to-long</td>
<td>wide_to_long [18]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>transpose</td>
<td>transpose [17]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pivot</td>
<td>pivot [15]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>explode</td>
<td>explode [12]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fill</td>
<td>fill [13]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>subtitles</td>
<td>copy, fill, del</td>
<td></td>
<td></td>
</tr>
<tr>
<td>none</td>
<td>-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Example user question from StackOverflow, on how to restructure tables. Questions like this are common not only among technical users, but also non-technical users, as similar questions are commonly found on forums for Excel, Power-BI, and Tableau users too [6, 7, 8, 9].

3. Parameterize the chosen operator appropriately (e.g., which columns to collapse, what is the repeating frequency, etc.). This is again hard, as even developers need to consult API documentations that can be long and complex.

4. Certain input tables require more than one transformation step, for which users need to repeat steps (1)-(3).

Completing these steps is a tall order even for technical users, as evidenced by a large number of such questions on forums like StackOverflow. Figure 3 shows one example (popular with many up-votes) – the developer provides example input/output tables to demonstrate the desired transformation, in order to ask what operators should be used.

If technical users like developers find it hard to restructure their tables as these StackOverflow questions would show, it comes as no surprise that non-technical user, who often deal with tables in spreadsheets, would find the task even more challenging. We find a large number of similar questions on Excel and Tableau forums (e.g., [6, 7, 8, 9]), where users complain that without the required transformations it is hard to analyze data using SQL-based or Excel-based tools (e.g., [2, 3, 4, 5]). The prevalence of these questions confirms table-restructuring as a common pain point for both technical and non-technical users.

**Auto-Tables: synthesize transformations without examples.**

In this work, we propose a new paradigm to automatically synthesize table-restructuring steps to relationalize tables, using the operators in Table 1, without requiring users to provide examples. Our key intuition of why we can do away with examples in our task, lies in the observation that given an input table, the logical steps required to relationalize it are almost always unique, as the examples in Figure 1 would all show. This is because the transformations required in our task only “restructure” tables, that do not actually “alter” the table content, which is unlike prior work that focuses on row-to-row transformations (e.g., TDE [31] and FlashFill [29]), or SQL-by-example (e.g. [22, 50]), where the output is “altered” that can produce many possible outcomes, which would require users to provide input/output examples to demonstrate the desired outcome.

For our task, we believe it is actually important not to ask users to provide examples, because in the context of table-to-table transformations like in our case, asking users to provide examples would mean users have to specify an output table, which is a substantial amount of typing effort, making it cumbersome to use.

As humans, we can “visually” recognize rows/columns patterns (e.g., homogeneous value groups, as color-coded vertically and horizontally in Figure 1), to correctly predict which operator to use. The question we ask in this paper, is whether an algorithm can “learn” to recognize such patterns by scanning the input tables alone, to predict suitable transformations, in a manner that is analogous to how computer-vision algorithms would scan a picture to identify common but more complex objects like dogs and cats.

In computer vision, in order to pick up subtle clues from
In order to properly invoke Wide-to-long, object detection algorithms are typically trained using large amounts of labeled data [26] (e.g., pictures of dogs that are manually labeled as such). In our task, we do not have such labeled datasets. Therefore, we devise a novel self-training framework that exploits the inverse functional relationships between operators (e.g., the inverse of “stack” is known as “unstack”), to automatically build large amounts of training data without requiring humans to label, as we will explain in Figure 6. Briefly, in order to build a training example for operator \( O \) (e.g., “stack”), we start from a relational table \( R \) and apply the inverse of \( O \), denoted by \( O^{-1} \) (e.g., “unstack”), to generate a table \( T = O^{-1}(R) \), which we know is non-relational. For our task, given \( T \) as input, we know \( O \) must be its ground-truth transformation, because by definition \( O(T) = O(O^{-1}(R)) = R \), which turns \( T \) back to its relational form \( R \). This makes \( T, O \) an (example, label) pair that we can automatically generate at scale, and use as our training data.

Leveraging training data so generated, we develop an AUTO-TABLES system that can “learn-to-synthesize” table restructuring transformations, using a deep tabular model we develop inspired by CNN-like architectures popular in the computer vision literature. We show our approach is effective on real-world tasks, which can solve over 70% of test cases collected from user forums and spreadsheets, while being interactive with sub-second latency.

### 2. RELATED WORK

**By-example transformation using program synthesis.** There is a large body of prior work on using input/output examples to synthesize transformations. One class of techniques focuses on the so-called “row-to-row” transformations where one input row maps to one output row (e.g., TDE [31] and FlashFill [29]), which are orthogonal to the table- restructuring transformations in AUTO-TABLES, because these systems do not consider table restructuring operators (Table 1). Other forms of row-to-row transformations using partial specifications (e.g., transform-by-pattern [23, 48], transform-by-target [33, 34], and transform-for-joins [39, 51]), are also orthogonal to the problem we study for the same reason.

A second class of by-example transformation consider “table-to-table” operators, such as Foofah [32] and SQL-by-example techniques like PATSQIL [44], QBO [45], and Scythe [46]. These techniques consider a subset of table-restructuring operators, which fall short in the AUTO-TABLES task as we will show experimentally. It is also worth highlighting, that unlike AUTO-TABLES that takes no examples, these prior systems require users to provide an example output table, which is a significant amount of effort required from users.

**Computer vision models for object detection.** Substantial progress has been made in the computer vision literature on object detection, with variants of CNN architectures being developed to extract salient visual features from pictures [43, 30, 35]. Given the “visual” nature of our problem shown in Figure 1, and the strong parallel between “pixies” in images and “rows/columns” in tables, both of which form two-dimensional rectangles, our model architecture is inspired by CNN-architectures for object detection, but specifically designed for our table transformation task.

### 3. PRELIMINARY AND PROBLEM

In this section, we will introduce table-restructuring operators, and describe our synthesis problem.

### 3.1 Table-restructuring operators

We consider 8 table-restructuring operators in our DSL, which are listed in Table 1. Based on our analysis of tables in the wild (in user spreadsheets and on the web), these operators cover a majority of scenarios required to relationalize tables. Note that since our synthesis framework uses self-supervision for training that is not tied to the specific choices of operators, our approach can be easily extended to include additional operators for new functionalities.

In this section, we will introduce the first 4 operators and their parameters shown in Table 1 (we will give additional details in our technical report [1] in the interest of space).

**Stack.** Stack is a Pandas operator [16] (also known as `melt` and `unpivot` in other contexts), that collapses contiguous blocks of homogeneous columns into two new columns. Like shown in Figure 1(a), column headers of the homogeneous columns ("19-Oct", "20-Oct", etc.) are converted into values of a new column called “Date”, making it substantially easier to query (e.g., to filter using a range-predicate on “Date”).

**Parameters.** In order to properly invoke `stack`, one needs to provide two important parameters, `start_idx` and `end_idx` (listed in the third column of Table 1), which specify the starting and ending column index of the homogeneous column-group that needs to be collapsed. In the case of Figure 1(a), we should use `start_idx`=3 (corresponding to column D) and `end_idx`=12 (column M).

Note that because in AUTO-TABLES we aim to synthesize complete transformation steps that can execute on input tables, which requires us to predict not only the operators (e.g., `stack` for the table in Figure 1(a)), but also the exact parameters values correctly (e.g., slightly different parameters such as `start_idx`=4 and `end_idx`=12 would fail to produce the desired transformation).

**Wide-to-long.** Wide-to-long is an operator in Pandas [18], that collapses repeating column groups into rows (similar functionality can also be found in R [20]). Figure 1(b) shows such an example, where "Revenue/Units Sold/Margin" from different years form column-groups that repeat once every 3 columns. All these repeating column-groups can collapse into 3 columns, with an additional "Year" column for year info from the original column headers, as shown on the right in Figure 1(b). Observe that `wide-to-long` is similar in spirit to `stack` (as both collapse homogeneous columns), although `stack` cannot produce the desired outcome when columns are repeating in groups as in this example.

**Parameters.** `Wide-to-long` has 3 parameters, in which `start_idx` and `end_idx` are similar to the ones used in `stack`. It has an additional parameter called "delim", which is the delimitor used to split the original column headers, to produce new column headers and data-values. For example, in the case of Figure 1(b), "delim" should be specified as "-" to produce: (1) a first part corresponding to values for the new "Year" column ("2018", "2019", etc.); and (2) a second part corresponding to the new column headers in the transformed table ("Revenue", "Units Sold", etc.).

**Transpose.** Transpose is a table-restructuring operator that converts rows to columns and columns to rows, and is used in other contexts such as in matrix computation. Figure 1(c) shows an example input table on the left, for which `transpose` is needed to produce the output table shown on the right, which would become relational and easy to query.

**Parameters.** Invoking `transpose` requires no parameters, as all rows and columns will be transposed.
Pivot. Like transpose, pivot also converts rows to columns, as the example in Figure 1(d) shows. However, in this case rows show repeating-groups (whereas in wide-to-long columns show repeating-groups), which need to be transformed into columns, like shown on the right of Figure 1(d).

Parameters. Pivot has one parameter, \( \text{\texttt{repeat\_frequency}} \), which specifies the frequency at which the rows repeat in the input table. In the case of Figure 1(d), this parameter should be set to 4, as the color pattern of rows would suggest.

Details of additional operators in Table 1 can be found in our technical report [1].

3.2 Problem statement

Given these table-restructuring operators listed in Table 1, we now introduce our synthesis problem as follows.

Definition 1. Given an input table \( T \), and a set of operators \( \mathcal{O} = \{ \text{\texttt{stack}}, \text{\texttt{transpose}}, \text{\texttt{pivot}}, \ldots \} \), where each operator \( O \in \mathcal{O} \) has a parameter space \( P(O) \). Synthesize a sequence of multi-step transformations \( M = (O_1(p_1), O_2(p_2), \ldots, O_k(p_k)) \), with \( O_i \in \mathcal{O} \) and \( p_i \in P(O_i) \) for all \( i \in [k] \), such that applying each step \( O_i(p_i) \in M \) successively on \( T \) produces a relationalized version of \( T \).

Note that in our task, we need to predict both the operator \( O_i \) and its exact parameters \( p_i \) correctly, each step along the way. This is challenging as the search space is large and grows exponentially with the number of steps.

Example 1. Given the input table \( T \) shown on the left of Figure 4, the ground-truth transformation \( M \) to relationalize \( T \) has two-steps: \( M = (\text{\texttt{transpose}}(), \text{\texttt{stack}}(\text{\texttt{start\_idk=“2015”}}, \text{\texttt{end\_idk=“2020”}})) \). Here the first step “\texttt{transpose}” swaps the rows with columns, and the second step “\texttt{stack}” collapses the homogeneous columns (between column “2015” and “2020”). Note that this is the only correct sequence of steps – reordering the two steps, or using slightly different parameters (e.g. \( \text{\texttt{start\_idk=“2016”}} \) instead of “2015”), will all lead to incorrect output, which makes the problem challenging.

Also note that although we show synthesized programs using our DSL syntax, the resulting programs can be easily translated into different target languages, such as Python Pandas or R, which can then be directly invoked.

4. AUTO-TABLES: LEARN-TO-SYNTHESIZE

We now describe our proposed AUTO-TABLES, which learns to synthesize transformations. We will start with an architecture overview, before describing individual components.

4.1 Architecture overview

We represent our overall architecture in Figure 5. The system operates in two modes, with the upper-half of the figure showing the offline training-time pipeline, and the lower-half showing the online inference-time steps.

At offline training time, AUTO-TABLES uses three main components: (1) A “training data generation” component that consumes large collections of relational tables \( R \), to produce (example, label) pairs; (2) An “input-only synthesis” module that learns-to-synthesize using the training data, and (3) An “input-output re-ranking” module that considers both the input table and the output table (produced from the synthesized program), to find the most likely program.

The online inference-time part closely follows the offline steps, where we directly invoke the two models trained offline (the last two blue boxes shown in the figure). Given a user input table, we pass it through our input-only synthesis model, to identify top- \( k \) candidate programs, which are then re-ranked by the input-output model for final predictions.

We now describe these three modules in turn below.

4.2 Self-supervised training data generation

As discussed earlier, the examples in Figure 1 demonstrate that there are clear patterns in the input tables that we can exploit (e.g., repeating column-groups and row-groups) to predict required transformations for a given table. Note that these patterns are “visual” in nature, which can likely be captured by computer-vision-like algorithms.

The challenge however, is that unlike computer vision tasks that typically have large amounts of training data (e.g., ImageNet [26]) in the form of \( (\text{image, label}) \) pairs, in our synthesis task, there is no existing labeled data that we can leverage. Labeling tables manually from scratch are likely too expensive to scale.

Leverage inverse operators. To overcome the lack of data, we propose a novel self-supervision framework leveraging the inverse functional-relationships between operators, to automatically generate large amounts of training data without using humans labels.

Figure 6 shows the overall idea of this approach. For each operator \( O \) in our DSL that we want to learn-to-synthesize, we can find its inverse operator (or construct a sequence of steps that are functionally equivalent to its inverse), denoted by \( O^{-1} \). For example, in the figure we can see that the inverse of “\texttt{transpose}” is “\texttt{transpose}”, the inverse of “\texttt{stack}” is “\texttt{unstack}”, while the inverse of “\texttt{wide-to-long}” can be constructed as a sequence of 3 steps (“\texttt{stack}” followed by “\texttt{split}” followed by “\texttt{pivot}”).

The significance of the inverse operators, is that it allows...
Data augmentation [42] is a popular technique to enhance training data and improve model robustness. For example, in computer vision, it is observed that training using additional data generated from randomly flipped/rotated/cropped images can lead to improved model performance (because an image that contains an object, say dog, should still contain the same object after it is flipped/rotated, etc.) [42].

In the same spirit, we augment each of our relational table \( R \) by (1) Cropping, or sampling contiguous blocks of rows and columns in \( R \) to produce a new table \( R' \); and (2) Shuffling, or randomly reordering the rows/columns in \( R \) to create a new \( R' \). In AUTO-TABLES, we start from over 15K relational tables crawled from public sources [37] (Section 5), and create around 20 augmented tables for each relational table \( R \). This improves data diversity and end-to-end model performance, as we observe in our experiments.

### 4.3 Input-only Synthesis

After obtaining large amounts of training data in the form of \((T, O_p)\) using self-supervision, we now describe our “input-only” model that takes \( T \) as input, to predict a suitable transformation \( O_p \).

#### 4.3.1 Model architecture

We develop a computer-vision inspired model specifically designed for our task, which scans through rows and columns to extract salient tabular features, reminiscent of how computer-vision models extract features from image pixels.

Our model architecture in Figure 7 consists of four sets of layers: (1) table embedding, (2) dimension reduction, (3) feature extraction, and (4) output layers. We will give a brief sketch of each below (details can be found in [1]).

Table embedding layers: Given an input table \( T \), the embedding layer encodes each cell in \( T \) into a vector, to obtain an initial representation of \( T \) for training. At a high level, for each cell we want to capture both (1) the “semantic features” (e.g., people-names vs. company-names), and (2) the “syntactic feature” (e.g., data-type, string-length, punctuation, etc.), because both semantic and syntactic features provide valuable signals in our task, e.g., in determining whether rows/columns are homogeneous or similar.

We use the pre-trained Sentence-BERT embedding [40] for semantic features, and encode each cell with 39 pre-defined syntactic attributes (data types, string lengths, punctuation, etc.) as syntactic features, which are then concatenated, as shown in the left half of Figure 7.

Dimension reduction layers: Since the initial representation from the pre-trained Sentence-BERT has a large number of dimensions (with information likely not needed for our task, which can slow down training and increase the risk of over-fitting), we add dimension-reduction layers using two convolution layers with 1 x 1 kernels, to reduce the dimensionality. Note that we explicitly use 1 x 1 kernels so that the trained weights are shared across all table-cells, to produce consistent representations after dimension reduction.

Feature extraction layers: We next have feature extraction layers that are reminiscent of CNN [36] but specifically designed for our table task. Recall from Figure 1 that the key signals for our task are:

- (1) identify whether values in row or column-directions are “similar” enough to be “homogeneous” (e.g., Figure 1(b) vs. Figure 1(c));
- (2) identify whether entire rows or columns are “similar” enough to show repeating patterns (e.g., Figure 1(b) vs. Figure 1(d)).

Intuitively, if we were to hand-write heuristics, then signal (1) above can be extracted by comparing the representations of adjacent cells in row- and column-directions. On the other hand, signal (2) can be extracted by computing the average representations of each row and column, which can then be used to find repeating patterns.

Based on this intuition, and given the strong parallel between the row/columns in tables and pixels in images, we design feature-extraction layers inspired by convolution filters [36] that are popular in CNN architectures to extract visual features from images [35, 43]. Specifically, as shown in Figure 7, we use 1x2 and 1x1 convolution filters followed by average-pooling, in both row- and column-directions, to represent rows/columns/header. Unlike general nnxw filters used for image tasks (e.g., 3x3 and 5x5 filters in VGG [43] and ResNet [30]), our design of filters are tailored to our table task, because:

- (a) 1x2 filters can easily learn-to-compute signal (1) above (e.g., 1x2 filters with +1/-1 weights can identify the representation differences between neighboring cells, which when averaged, can identify homogeneity in rows/columns).
- (b) 1x1 filters can easily learn-to-compute signal (2) above (e.g., 1x1 filters with +1 weights followed by pooling, correspond to representations of entire rows/columns, which can be used to find repeating patterns in later layers).

We give a more detailed explanation and a concrete example in [1] to illustrate the design here.
Output layers. Our output layers use two fully connected layers followed by softmax classification, as shown in Figure 7, which produces an output vector that encodes both the predicted operator-type, and its parameters.

4.3.2 Training and inference

We now describe how we train the model, and perform inference to synthesize transformations.

**Training time: Loss Function.** Given a training input table \( T \), its ground truth operator \( O \) and corresponding parameters \( P = (p_1, p_2, \ldots) \), let \( \hat{O} \) and \( \hat{P} = (\hat{p}_1, \hat{p}_2, \ldots) \) be the model predicted probability distributions of \( \hat{O} \) and \( \hat{P} \) respectively. The training loss on \( T \) can be computed as the sum of loss on all predictions (both the operator-type, and parameters relevant to this operator):

\[
\text{Loss}(T) = L(O, \hat{O}) + \sum_{p_i \in P} L(p_i, \hat{p}_i) \tag{1}
\]

Where \( L(y, \hat{y}) \) denotes the cross-entropy loss [38] commonly used in classification. Given large amounts of training data \( T \) (generated from our self-supervision in Section 4.2), we train our model by minimizing the overall training loss \( \sum_{T \in \mathcal{T}} \text{Loss}(T) \) using gradient descent until convergence. We will refer to this trained model as \( H \).

**Inference time: Synthesizing transformations.** At inference time, given an input \( T \), our model \( H \) produces a probability for any candidate step \( O_T \) that is instantiated with operator \( O \) and parameters \( P = (p_1, p_2, \ldots) \), denoted by \( Pr(O_T | T) \):

\[
Pr(O_T | T) = Pr(O) \cdot \prod_{p_i \in P} Pr(p_i) \tag{2}
\]

Using the predicted probabilities, finding the most likely transformation step \( O_T \) given \( T \) is then simply:

\[
O_T = \arg \max_{O, P} Pr(O_T | T) \tag{3}
\]

This gives us the most likely one-step transformation given \( T \). As we showed in Figure 4, certain tables may require multiple transformation steps for our task.

To synthesize multi-step transformations, intuitively we can invoke our predictions step-by-step until no suitable transformation can be found. Specifically, given an input table \( T \), at step (1) we can find the most likely transformation \( O_T^1 \) for \( T \) using Equation (3), such that we can apply \( O_T^1 \) on \( T \) to produce an output table \( O_T^1(T) \). We then iterate, and at step (2) we feed \( O_T^1(T) \) as the new input table into our model, to predict the most likely \( O_T^2(T) \), and produce an output table \( O_T^2(T) \). This iterates until at the \( k \)-th step, a “none” transformation is predicted (recall that “none” is a no-op operator in our DSL in Table 1, to indicate that the input table is already relational and requires no transformations). The resulting \( M = (O_1^1, O_2^1, \ldots) \) then becomes the multi-step transformations we synthesize for \( T \).

We defer details of our inference-time algorithm, as well our last component, “input/output re-ranking”, to [1].

5. EXPERIMENTS

We perform extensive evaluation on the performance of different algorithms using real test data. Our labeled benchmark data is available on GitHub\footnote{https://github.com/LiPengCS/Auto-Tables-Benchmark} for future research.

5.1 Experimental Setup

**Benchmarks.** To study the performance of our method in real-world scenarios, we compile an ATBench benchmark using real cases from three sources:

1. **Online user forums.** We sample 23 questions from StackOverflow and Excel user forums, where users ask questions about table restructuring, with sample input/output tables to demonstrate their needs (e.g., Figure 3).
2. **Jupyter notebooks.** We sample 79 table-restructuring steps performed by data scientists, extracted from the Jupyter Notebooks (crawled from [47, 48]). We use the transformations programmed by data scientists as the ground truth.
3. **Excel spreadsheets + Web tables.** Tables “in the wild” often require transformations before they are fit for analysis (e.g., Figure 1 and 2). We sample 56 such web-tables and 86 spreadsheet-tables, and manually write the desired transformations as the ground truth.

Combining these sources, we get a total of 244 test cases as our ATBench (of which 26 cases require multi-step transformations). Each test case consists of an input table \( T \), ground-truth transformations \( M_g \), and an output table \( M_o(T) \) that is relational.

Detailed statistics of the benchmark can be found in [1].

**Evaluation Metrics.** We evaluate the quality and efficiency of different algorithms in synthesizing transformations.

**Quality.** Given an input table \( T \), an algorithm \( A \) may generate top- \( k \) transformations \( (M_1, M_2, \ldots, M_k) \), ranked by probabilities, for users to inspect and pick. We evaluate synthesis quality using the standard Hit@\( k \) metric [41]:

\[
\text{Hit@}\!k(T) = \sum_{i=1}^{k} \mathbf{1}(M_i(T) = M_g(T))
\]

which looks for exact matches between the top- \( k \) ranked predictions \( M_i(T), 1 \leq i \leq k \) and the ground-truth \( M_g(T) \).
The overall Hit@k on the entire benchmark, is simply the average across all test cases. We report Hit@k up to k = 3.

**Methods.** We experiment using the following methods.

- **Auto-Tables.** This is our approach, and unlike other prior work, is the only one that does not require users to provide input/output examples. To train **Auto-Tables**, we use 15K base relational tables (extracted from PowerBI models crawled from public sources [37]), to generate 1.4M (input-table, transformation) pairs evenly distributed across 8 operators, following the self-supervision procedure in Section 4.2.

- **Foofah (FF)** [32] synthesizes transformations based on input/output examples. We use 100 output cells from the ground-truth output table for Foofah to synthesize programs, using the authors original implementation [10].

- **Flash-Relate (FR)** [24] is another approach to synthesize table-level transformations by examples. We also use 100 example output cells from the ground-truth to synthesize transformations, using an open-source re-implementation of FlashRelate [21].

- **SQLSynthesizer (SQ)** [50] is a SQL-by-example algorithm that synthesizes SQL queries based on input/output examples. We use the authors implementation [22], provide it with 100 example output cells.

- **Scythe (SC)** [46] is another SQL-by-example method. We used the author’s implementation [19] and provide it with 100 example output cells, like previous methods.

- **TaBERT** [49] is a pre-trained table representation. We replace the table representation in **Auto-Tables** (i.e., output of the feature extraction layer in Figure 7) with TabBERT’s representation, and train the following fully connected layers using the same training data as ours.

- **TURL** [27] is another table representation approach for data integration tasks. Similar to TabBERT, we test the effectiveness of TURL by replacing **Auto-Tables** representation with TURL’s.

- **GPT** [25] We perform few-shot in-context learning on GPT-3.5 (“gpt-3.5-turbo”, accessed in July 2023) as a baseline. We provide one example per operator, for a total of 7 examples in our few-shot prompt.

**5.2 Experiment Results**

**Quality Comparison.** Table 2 shows the comparison between **Auto-Tables** and baselines, evaluated on our benchmark with 244 test cases. We group all methods into two classes: (1) “No-example methods” that do not require users to provide any input/output examples, which include our **Auto-Tables**, and variants of **Auto-Tables** that use TaBERT and TURL for table representations, respectively; and (2) “By-example methods” that include Foofah (FF), FlashRelate (FR), SQLSynthesizer (SQ), and Scythe (SC), all of which are provided with 100 ground truth example cells.

As we can see, **Auto-Tables** significantly outperforms all other methods, successfully transforming 75% of test cases in its top-3, without needing users to provide any examples, despite the challenging nature of our tasks. Recall that in our task, even for a single-step transformation, there are thousands of possible operators + parameters to choose from (e.g., a table with 50 columns that requires “stack” will have 50x50 = 2,500 possible parameters of start_idx and end_idx) and for two-step transformations, the search space is in the millions (e.g., for “stack” alone it is 2500^2 ≈ 6M), which is clearly non-trivial.

Compared to other no-example methods, **Auto-Tables** outperforms TaBERT and TURL respectively by 37.7 and 54.1 percentage point on Hit@1, 20.5 and 64.1 percentage point on Hit@3. This shows the strong benefits for using our proposed table representation and model architecture, which are specifically designed for the table transformation task (Section 4.3).

Compared to by-example methods, the improvement of **Auto-Tables** is similarly strong. Considering the fact that these baselines use 100 output example cells (which users need to manually type), whereas our method uses 0 examples, we argue that **Auto-Tables** is clearly a better fit for the table-restructuring task at hand. Since some of these methods (FF and FR) only return top-1 programs, we also report in the last row their “upper-bound” coverage, based on their DSL (assuming all transformations supported in their DSL can be successfully synthesized).

**Additional quality results.** We report additional results on quality, such as a breakdown by benchmark sources, and Hit@K in the presence of input tables that are already relational (for which **Auto-Tables** should correctly detect and not over-trigger, by performing no transformations), in our technical report [1].

**Running Time.** Table 3 compares the average and 50/90/95th percentile latency, of all methods to synthesize one test case. **Auto-Tables** is interactive with sub-second latency on almost all cases, whose average is 0.224. Foofah and FlashRelate take considerably longer to synthesize, even after we exclude cases that time-out after 30 minutes. This is also not counting the time that users would have to spend typing in output examples for these by-example methods, which we believe make **Auto-Tables** substantially more user-friendly for our transformation task.

We report additional results, such as ablation, sensitivity and error analysis, in our technical report [1].

**6. CONCLUSIONS AND FUTURE WORK**

We propose a new paradigm to synthesize relationalization transformations without examples, obviating the need for users to provide input/output examples, which is a substantial departure from prior work. Future directions include extending the functionality to a broader set of operators, and exploring the applicability of this technique on other classes of transformations.
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DBSP (Data Base Stream Processing) is a simple yet expressive language for stream computation that draws inspiration from DSP (Digital Signal Processing). In DBSP, stream computation is expressed using circuits of stream operators whose input and output are (possibly infinite) sequences of database updates.

Queries in languages such as SQL and even Datalog with recursion can be compiled into DBSP circuits in a modular way, where logical relational algebra operators such as projection, selection, join, union, and difference are compiled into stream operators that are composed into a circuit implementing the logic of the query. Special stream operators are also used to delay streams, to gather the entire stream into a database, and to generate the sequence of changes between any two subsequent stream elements.

DBSP’s stream circuits are a powerful artifact. They are an intermediate representation between the high-level declarative queries and the low-level highly efficient code. They can be optimized by merging operators and by transforming them using rewrite rules. A notable optimization is for the recursive Datalog program that computes reachability in a graph. The circuit obtained for this program implements the classical naïve computation of reachability: Each iteration adds the pairs of start and end nodes of increasingly longer paths. Its optimization naturally recovers the classical semi-naïve evaluation: Now each iteration only adds those pairs of start and end nodes of paths that do not have shorter paths between them, so these pairs were not already discovered in earlier iterations.

Most importantly for stream computation, the circuits can be automatically incrementalized: For DBSP, there is a simple and elegant procedure that turns any circuit that computes a query over a database into a circuit that incrementally maintains the query under the stream of changes to the database. At its core, this procedure uses the property that a composite query can be incrementalized by incrementalizing each of its subqueries independently. A prime example is the automatic incrementalization of the equality join operator. The DBSP framework recovers the well-known delta rule for a join: Given the join of two relations and changes to both relations, the change to the join result is the union of (i) the join of the changes; (ii) the join of the first relation and of the change to the second relation; and (iii) the join of the second relation and of the change to the first relation. Query incrementalization, which lies at the foundation of incremental view maintenance, is proved formally in the context of DBSP using a theorem prover.

A further key ingredient of the DBSP framework is the use of Z-sets to keep track in a uniform way of the nature and amount of changes: Changes consist of database tuples annotated with multiplicities. Inserts are expressed using tuples with positive multiplicities, whereas deletes are expressed using tuples with negative multiplicities. Allowing negative multiplicities in the database offers great flexibility when dealing with out-of-order updates. To see this, consider an insert and a delete of the same tuple. Regardless of the order of their arrival, the DBSP framework concludes that the two updates cancel each other. Virtually all commercial database systems, which provide support for incremental view maintenance, follow a non-confluent update semantics as they obtain different outcomes depending on the order of the two updates: the tuple is (not) in the database if the delete (insert) comes first. The latter update semantics can also be recovered by DBSP using a distinct operator in DBSP circuits. Using tuple multiplicities for incremental view maintenance goes back to the counting algorithm by Gupta et al from 1993. These days, Z-sets are used critically in research prototypes such as DBToaster, F-IVM, and Crown and in the RelationalAI commercial engine. It is surprising that despite the clean update semantics and rather small implementation overhead of Z-sets, so far their use remains limited.

Overall, DBSP is a fresh look at the long-standing problem of maintaining the result of relational queries under updates to the input database. Thanks to its unifying treatment of both non-recursive and recursive queries, DBSP follows in the footsteps of Differential Datalog, a much celebrated framework that caters for general stream computation. The intermediate representation remains however the key feature of DBSP: High-level query languages can be compiled into circuits, which are more fine-grained than queries and allow for lower-level optimization and generation of efficiently executable code. It would be exciting to investigate how recent maintenance strategies, which achieve (amortized) constant time per single-tuple update for several classes of non-recursive queries, can be adapted to the DBSP framework. This would require extensions with stream operators that maintain state in the form of auxiliary data structures, with worst-case optimal join algorithms, and with factorized join computation and maintenance.
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ABSTRACT
We describe DBSP, a framework for incremental computation. Incremental computations repeatedly evaluate a function on some input values that are “changing”. The goal of an efficient implementation is to “reuse” previously computed results. Ideally, when presented with a new change to the input, an incremental computation should only perform work proportional to the size of the changes of the input, rather than to the size of the entire dataset.

In databases “incremental computation” is known as Incremental View Maintenance (IVM); IVM has long been a central problem of database theory and practice. Many solutions have been proposed for restricted classes of computations or of changes, but we are seeking a general solution.

We start by defining incremental computations as computations on data streams, i.e., sequences of data values, by borrowing ideas from Digital Signal Processing.

Using these tools, we give a general solution to the incremental computation problem in 4 steps: (1) we describe a simple but expressive language called DBSP for describing computations over data streams; (2) we give a new mathematical definition of incremental computation for DBSP programs; (3) we give a general algorithm for converting any DBSP program into an incremental program. The algorithm reduces the problem of incrementalizing a complex query to the problem of incrementalizing the primitive operations that compose the query. Finally, (4) we show that practical database query languages, such as SQL and Datalog, can be directly implemented on top of DBSP, using primitives with efficient incremental implementations. As a consequence, we obtain a general recipe for efficient IVM for essentially arbitrary queries written in all these languages.

1. INTRODUCTION
1.1 Incremental computation
Incremental view maintenance (IVM) is an important and well-studied problem in databases [14]. The IVM problem can be stated as follows: we are given a large database \( DB \) (say 1 billion records) and a view \( V \), described by a query \( Q \). The goal of IVM is to keep the contents of \( V \) up-to-date in response to changes of the database.

As a concrete example, consider the following view definition statement in SQL: CREATE VIEW \( V \) AS SELECT * FROM \( T \) WHERE \( Age \geq 10 \). In this example the query \( Q \) defining the view \( V \) is SELECT * FROM \( T \) WHERE \( Age \geq 10 \). The view \( V \) always contains all the rows of table \( T \) whose value for the column \( Age \) is greater than or equal to 10.

In general a query is a function applied to the database state: \( V = Q(DB) \). A naïve solution re-executes query \( Q \) every time the database changes, illustrated in the following diagram. Time is the horizontal axis; the horizontal arrows labeled with \( \Delta \) depict changes to the database, which we assume are much smaller than the database itself (e.g., a change could touch perhaps 100 records). The “up” arrows show the re-evaluation of \( Q \) for each database snapshot.

The naïve solution is expensive. After the first version of the view has been constructed, an ideal algorithm would compute only changes to the view \( \Delta V \) doing work \( O(|\Delta DB|) \). Ideally, we want to construct a new query \( Q^\Delta \) with the property that \( \Delta V = Q^\Delta(\Delta DB) \), i.e., \( Q^\Delta \) can compute the change of the view from the change of the database:

We call \( Q^\Delta \) the incremental version of \( Q \). If one thinks of \( Q^\Delta \) as a function of \( \Delta DB \), one can show that the ideal solution as described above is impossible to reach.

In this paper we propose a new way to define \( Q^\Delta \), as a form of computation on streams. Our model is inspired by Digital Signal Processing DSP [16], applied to databases, hence the name DBSP. \( Q^\Delta \) can be very efficient. As for traditional database queries, the performance of \( Q^\Delta \) depends both on the query \( Q \) but also on the actual data that the query is applied to. Informally, \( Q^\Delta \) built by our algorithm, is faster...
than \( Q \) by a factor of \( O(|DB|/|\Delta DB|) \). In practice this may be an improvement of several orders of magnitude. For our example above \( |DB| \approx 10^3 \) and \( |\Delta DB| \approx 10^2 \), this can make \( Q^2 \times 10 \text{ million times} \) faster!

Instead of treating the database as a large changing object, we model it as a sequence or stream of database snapshots. Similarly, consecutive view snapshots form a stream. DBSP is a simple programming language computing on streams; inputs and outputs are streams of arbitrary values.

The DBSP language has only 4 operators. However, it can express a rich set of computations on streams, including repeated computations (similar to the repeated queries \( Q \) above), recursive computations that compute fixed points (like Datalog programs), streaming computations, and incremental computations (which we define shortly). The full paper [5] gives a precise mathematical description of DBSP, this presentation is simplified to convey the main intuitions.

The central result of this paper is Algorithm 4.1 which, given a DBSP program that computes on a stream of values, mechanically transforms it into an incremental DBSP program that computes on a stream of changes.

DBSP is not tied to databases in any way; it is in fact a Turing-complete language that can be used for many other purposes. But it works particularly well in the area of databases, for two reasons:

- DBSP operates on values from a commutative group.
- DBSP reduces the problem of incrementalizing a complex program to the problem of incrementalizing each primitive operation that appears in the program. For databases there are known efficient incremental implementations for all primitive operations.

### 1.2 Circuits and Streams

In this paper we use circuit diagrams to depict programs. In a circuit a rectangle represents a function, and an arrow represents an input or output value. The following diagram shows a function \( f \) consuming two inputs \( i \) (input 0) and \( j \) (input 1) and producing one output \( o = f(i, j) \):

\[
\begin{array}{c}
\text{i} \\
\downarrow f \\
\text{j} \\
\downarrow o
\end{array}
\]

Most of the functions we deal with are commutative, so we can skip inputs label, displaying the circuit above as:

\[
\begin{array}{c}
\text{i} \quad j \\
\downarrow \quad \downarrow
\end{array} \rightarrow
\begin{array}{c}
s \\
\end{array}
\]

Functions, and their circuits, can be composed, as in the following example for the function \( o = g(s_1) + (f(s) \times s) \):

\[
\begin{array}{c}
\text{s} \\
\downarrow f \\
\text{s} \\
\downarrow \times \\
\downarrow \downarrow \\
\downarrow g \\
\text{o}
\end{array}
\]

We say that two circuits are **equivalent** if they compute the same function. We use the symbol \( \cong \) to indicate circuit equivalence. For example, we have the following circuit equivalence (where \( o \) is function composition):

\[
\begin{array}{c}
\text{s} \\
\downarrow \downarrow \\
\downarrow g \\
\downarrow \downarrow \\
\downarrow f \circ g \\
\text{o}
\end{array} \equiv
\begin{array}{c}
\text{s} \\
\downarrow \downarrow \\
\downarrow f \circ g \\
\text{o}
\end{array}
\quad (*)
\]

### 1.3 Streams

The core notion of DBSP is the stream. Given a set \( A \), a stream of values from \( A \) is an infinite sequence of values from \( A \). \( S_A \) denotes the set of all streams with values from \( A \). We write \( s[t] \) for the \( t \)-th element of the stream \( s \). Think of \( t \) as the “time” and of \( s[t] \in A \) as the value of the stream \( s \) “at time” \( t \). We show streams as a sequence of boxes, with time from right to left: e.g., the stream \( s[t] = t \) is:

\[
\begin{array}{c}
\cdots \text{3 } \text{2 } 1 \text{ 0 }
\end{array}
\]

A **stream operator** is a function that computes on streams and produces streams. In general we use “operator” for streams, and “function” for computations on “scalar” values.

We use arrows with a double head to depict streams. The following diagram shows a stream operator \( T \) consuming two input streams \( s_0 \) and \( s_1 \), producing one output stream \( s \):

\[
\begin{array}{c}
s_0 \rightarrow T \rightarrow s_1 \rightarrow s
\end{array}
\]

We write \( s = T(s_0, s_1) \). Given a function \( f : A \rightarrow B \), we define a stream operator \( T : S_A \rightarrow S_B \) (read as “\( f \) lifted”) by applying function \( f \) to each input value independently:

\[
\begin{array}{c}
\cdots \text{d } \text{c } \text{b } \text{a} \rightarrow f \rightarrow \cdots \text{t(d)} \text{t(c)} \text{t(b)} \text{t(a)}
\end{array}
\]

To simplify the notation, we write \( a + b \) for streams \( a, b \) instead of \( a(+)b \); we also write \( -a \) instead of \( (\rightarrow) a \).

### 1.4 Databases as streams

We generally think of streams as sequences of “small” values, such as insertions or deletions in a database. However, we also treat the whole database as a stream of database snapshots. We model a database as a stream \( DB \). Time is not wall-clock time, but counts the transactions applied to the database. Since transactions are linearizable, they have a total order. \( DB[t] \) is the snapshot of the database contents after \( t \) transactions have been applied. This notation is apparent in the diagrams in Section 1.1.

Database transactions also form a stream \( \Delta DB \), this time a stream of changes, or deltas, that are applied to the database. The values of this stream are defined by \( (\Delta DB)[t] = DB[t] - DB[t - 1] \), where “-” stands for the difference between two databases, a notion that we will soon make more precise. The \( \Delta DB \) stream can be produced from the \( DB \) stream by the stream differentiation operator \( D \); this operator produces as its output the stream of changes from its input stream; we have thus \( D(DB) = \Delta DB \).

Conversely, the database snapshot at time \( t \) is the cumulative result of applying all transactions up to \( t \): \( DB[t] = \Delta DB[0] + \Delta DB[1] + \ldots + \Delta DB[t] \). The stream operator \( T \) is defined to produce each output by adding up all previous inputs. We call \( T \) stream integration, the inverse of differentiation. The following diagram shows the relationship between the streams \( \Delta DB \) and \( DB \):

\[
\begin{array}{c}
\Delta DB \rightarrow T \rightarrow DB \rightarrow D \rightarrow \Delta DB
\end{array}
\]

A view in this model is also a stream. Suppose query \( Q \) defining a view \( V \). For each snapshot of the database stream we have a snapshot of the view: \( V[t] = Q(DB[t]) \). A view is thus just a lifted query: \( V = Q(D(DB)) \).

Armed with these basic definitions, we can precisely define IVM. What does it mean to maintain a view incrementally? A maintenance algorithm needs to compute the changes to the view given the changes to the database. Given a query \( Q \), a key contribution of this paper is the definition of its incremental version \( Q^A \), using stream integration and differentiation, depicted graphically as:
Mathematically: $Q^\Delta = D \circ (\uparrow Q) \circ I$. The incremental version of a query $Q$ is a streaming operator $Q^\Delta$ which computes directly on changes and produces changes. The incremental version of a query is thus always well-defined. The above definition gives us one way to compute a query incrementally, but applying it naively produces an inefficient execution, since it reconstructs the database at each step. It is in fact as bad as the naive solution. In Section 3 we show how we can optimize the implementation of $Q^\Delta$. The key property is that the we can "push" the $\Delta$ operator "down" in a query plan: $(Q \circ Q_2)^\Delta = Q_1^\Delta \circ Q_2^\Delta$.

Armed with this general theory of incremental computation, in Section 4 we show how to model relational queries in DBSP. This immediately gives us a general algorithm to compute the incremental version of any relational query. These results were previously known, but they are cleanly modeled by DBSP. Section 5 shows how programs containing recursion can be implemented and incrementalized in DBSP. For example, given an implementation of transitive closure in the natural recursive way, our algorithm produces a program that efficiently maintains the transitive closure of a graph as nodes and edges are added and deleted.

1.5 Contributions

This work makes the following contributions:

(1) We introduce DBSP, a simple but expressive language for streaming computation. DBSP gives an elegant formal foundation unifying the manipulation of streaming and incremental computations.

(2) An algorithm for incrementalizing any streaming computation expressed in DBSP that handles arbitrary insertions and deletions from any of the data sources.

(3) An illustration of how DBSP can model various classes of practical queries, such as relational algebra, nested relations, aggregations, and Datalog.

(4) The first general and machine-checked theory of IVM. All the theoretical results in the original version of this paper [5] have been checked [7] using the Lean proof assistant [8].

(5) A practical open-source implementation of this theory as a runtime and a SQL compiler.

2. STREAM OPERATORS

For the rest of this paper we require the set of values $A$ of a stream $S_A$ to form a commutative group, with operations $+$, $-$, and a 0 (zero) value. The plus defines what it means to add new data, while the minus allows us to compute differences (deltas). We show later that this requirement is not a problem for using DBSP in the context of databases.

Stream operators are very powerful mathematically, but in DBSP we restrict ourselves to a very small subset. All DBSP computations are causal [4]: the output at time $t$ is produced immediately after all inputs up at time $t$ have been received; the output at time $t$ cannot depend on inputs arriving after $t$.

The following circuit equivalence tells us that we can lift a circuit by lifting each of its functions separately:

$$s \xrightarrow{\uparrow y} \uparrow f \xrightarrow{\uparrow g} o \cong s \xrightarrow{f \circ \uparrow g} o$$

The delay operator $z^{-1}$ produces an output stream by delaying its input by one step (and starting with a zero)\(^1\):

$$\cdots d \binom{c}{b} a \xrightarrow{z^{-1}} \cdots c \binom{b}{a} 0$$

A very important property of the delay operator is that it produces the first output before having received the first input, and it produces the second output before having received the second input, etc.

We define the differentiation operator as a composition of several other operators: $D(s) \overset{\text{def}}{=} s - z^{-1}(s)$, shown as:

$$s \xrightarrow{z^{-1}} D(s)$$

If $s$ is a stream, then $D(s)$ is the stream of changes of $s$; a value in the output is the difference between two consecutive values in the input. As an example:

\[
\begin{align*}
D(\cdots & 1 \binom{2}{1} 0) = \\
\cdots & 1 \binom{2}{1} 0 - z^{-1}(\cdots 1 \binom{2}{1} 0) = \\
\cdots & 1 \binom{2}{1} 0 - \cdots 2 \binom{1}{0} 0 = \\
\cdots & -1 \binom{1}{1} 0
\end{align*}
\]

The integration operator is given by the following circuit:

$$s \xrightarrow{z^{-1}} I(s) = o$$

While this definition may seem strange, because the output stream is used to compute itself, the use of the delay in the “feedback” loop ensures that only previous values of the output are used in computing the current one. Using the notation $o = I(s)$ to make formulas more readable, we can see the contents of stream $o$ is produced step by step:

$$o[0] = s[0] + (z^{-1}(o))[0] = s[0] + 0 = s[0]$$


In general, $I(s)[t] = o[t] = \sum_{0 \leq i \leq t} s[i]$. Examples:

$$I(\cdots 3 \binom{2}{1} 0) = \cdots 6 \binom{3}{1} 0$$

$$I(\cdots -1 \binom{1}{1} 0) = \cdots 1 \binom{2}{1} 0$$

Integration and differentiation are inverses of each other: while $D$ computes the changes of a stream, $I$ reconstitutes the original stream given the stream of changes. $I$ and $D$ “cancel out” when applied in sequence:

$$s \xrightarrow{I} D \xrightarrow{I} o \cong s \xrightarrow{D} I \xrightarrow{D} o$$

3. INCREMENTAL VIEW MAINTENANCE

The results in this section are not specific to databases, they hold for any stream computations, but we hint about their applicability for databases.

Given a stream operator $S : S_A \rightarrow S_B$ we define the incremental version of $S$ as:

$$S^\Delta \xrightarrow{\Delta o} D \xrightarrow{S^\Delta} I \xrightarrow{S^\Delta} D \xrightarrow{\Delta o}$$

\(^1\)This bizarre name comes from digital signal processing.
If $S$ computes on a stream $s$, then $S^\Delta$ computes on a stream of changes to $s$. If $S$ produces a stream $o$, then $S^\Delta$ produces the stream of changes to $o$. Note that this definition does not require $S$ to be a lifted function.

For an operator with multiple inputs and outputs we define the incremental version by applying $T$ to each input, and $D$ to each output, e.g.: $T^{\Delta}(a, b) \overset{\text{def}}{=} D(T(I(a), I(b)))$.

$S^\Delta$ has many nice properties:
The chain rule states that $(Q_1 \circ Q_2)^\Delta = Q_1^\Delta \circ Q_2^\Delta$, i.e., these circuits are equivalent:

\[
\begin{align*}
\Delta i & \to \mathcal{I} \to Q_1 \to Q_2 \to D \to \Delta o \quad \simeq \\
\Delta i & \to \mathcal{I} \to Q_1 \to Q_2 \to D \to \Delta o \\
\Delta i & \to Q_1^\Delta \to Q_2^\Delta \to D \to \Delta o \quad \simeq \\
\Delta i & \to Q_1^\Delta \to Q_2^\Delta \to D \to \Delta o
\end{align*}
\]

In the database world, we can read this as: to incrementalize a composite query you can incrementalize each sub-query independently. This gives us a simple deterministic recipe reducing the incremental version of an arbitrary query to the incremental version of its primitive operators.

The cycle rule states that these circuits are equivalent:

\[
\begin{align*}
\Delta s & \to \mathcal{I} \to T \to \Delta o \quad \simeq \\
\Delta s & \to T^{\Delta} \to \Delta o
\end{align*}
\]

(We have omitted the labels on the inputs of $T$.) In other words, the incremental version of a feedback loop around a query is just the feedback loop with the incremental query for its body. This result will be useful for recursive queries.

We call an operator $S$ linear if it has the property that $S(a+b) = S(a)+S(b)$ (where $+$ is the addition of streams).

For a linear operator $S$ we have $S^\Delta = S$. This is very useful because many primitive database operations can be implemented as linear operators: selection, projection, filtering, grouping, parts of aggregation are all linear. Moreover, the following operators are linear: $\neg$, $z^{-1}$, $\mathcal{I}$, $D$, $\uparrow f$ if $f$ is a linear function.

We call an operator $T$ with two inputs bilinear if it distributes over stream addition: $T(a+b, c) = T(a, c) + T(b, c)$, and $T(a, c+d) = T(a, c) + T(a, d)$. We call a bilinear operator a commutative group. Multisets (also called “bags” in the database literature) are $Z$-sets where all weights are positive. Crucially, $Z$-sets can also represent changes to sets and bags. Negative weights represent rows that are being removed.

We can define three operations on $Z$-sets with values of a given type: (1) zero (a $Z$-set with all weights 0) (2) minus all weights; (3) plus: add up the weights of the rows that have the same value. Using these operations $Z$-sets are a commutative group.

We define the function distinct on $Z$-sets. This function’s output is a $Z$-set where all rows of the input with negative weights are removed, and all positive weights are changed to 1. For example, the distinct of the above $Z$-set is:

<table>
<thead>
<tr>
<th>Row</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>joe</td>
<td>1</td>
</tr>
<tr>
<td>mary</td>
<td>2</td>
</tr>
<tr>
<td>anne</td>
<td>-1</td>
</tr>
</tbody>
</table>

We can define three operations on $Z$-sets with values of a given type: (1) zero (a $Z$-set with all weights 0) (2) minus all weights; (3) plus: add up the weights of the rows that have the same value. Using these operations $Z$-sets are a commutative group.

We define the function distinct on $Z$-sets. This function’s output is a $Z$-set where all rows of the input with negative weights are removed, and all positive weights are changed to 1. For example, the distinct of the above $Z$-set is:

<table>
<thead>
<tr>
<th>Row</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>joe</td>
<td>1</td>
</tr>
<tr>
<td>mary</td>
<td>1</td>
</tr>
</tbody>
</table>

Notice that distinct “removes” duplicates from multisets, and it also eliminates rows with negative weights.

4.4. Implementing relational operators

The fact that relational algebra can be implemented by computations on $Z$-sets has been shown before, e.g. [13]. The translation of the relational operators to functions computing on $Z$-sets is shown in Table 1. The functions $(\pi, \sigma, \Join, \times)$ are the standard relational operators projection, selection, join, Cartesian product. The first row of the table
Table 1: Implementation of SQL relational set operators as circuits computing on Z-sets.

<table>
<thead>
<tr>
<th>Operation</th>
<th>SQL example</th>
<th>DBSP circuit</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Composition</td>
<td>(SELECT ... FROM I)</td>
<td>$I \xrightarrow{C_I} C_O \xrightarrow{0}$</td>
<td>$C_I$ circuit for inner query, $C_O$ circuit for outer query.</td>
</tr>
<tr>
<td>Union</td>
<td>UNION (SELECT * FROM I1) I1, (SELECT * FROM I2) I2</td>
<td>$\circ \xrightarrow{\text{distinct}} \xrightarrow{0}$</td>
<td>$\text{distinct}$ eliminates duplicates. An implementation of UNION ALL does not need the $\text{distinct}$.</td>
</tr>
<tr>
<td>Projection</td>
<td>SELECT DISTINCT I.c FROM I I</td>
<td>$I \xrightarrow{Z_c \text{distinct}} \xrightarrow{0}$</td>
<td>Project each row with its weight unchanged. Add up weights of identical rows.</td>
</tr>
<tr>
<td>Filtering</td>
<td>SELECT * FROM I WHERE P(...) I</td>
<td>$I \xrightarrow{\sigma P} \xrightarrow{0}$</td>
<td>$P$ is a predicate applied to each row. Select each row separately. If the row is selected, preserve the weight, else make the weight 0.</td>
</tr>
<tr>
<td>Cartesian product</td>
<td>SELECT I1.<em>, I2.</em> FROM I1, I2 I1, I2</td>
<td>$I_1 \xrightarrow{\times} \xrightarrow{0}$</td>
<td>The weight of the pair $(a, b)$ is the product of the the weights of $a$ and $b$.</td>
</tr>
<tr>
<td>Equi-join</td>
<td>SELECT I1.<em>, I2.</em> FROM I1 JOIN I2 ON I1.c1 = I2.c2 I1, I2</td>
<td>$I_1 \xleftarrow{c_1=c_2} \xrightarrow{0}$</td>
<td>Multiply the weights of the rows that appear in the output.</td>
</tr>
<tr>
<td>Intersection</td>
<td>(SELECT * FROM I1) INTERSECT (SELECT * FROM I2) I1, I2</td>
<td>$I_1 \xrightarrow{\cong} \xrightarrow{0}$</td>
<td>Special case of equi-join when both relations have the same schema.</td>
</tr>
<tr>
<td>Difference</td>
<td>SELECT * FROM I1 EXCEPT SELECT * FROM I2 I1, I2</td>
<td>$I_1 \xrightarrow{\text{distinct}} \xrightarrow{0}$</td>
<td>$\text{distinct}$ removes rows with negative weights from the result.</td>
</tr>
</tbody>
</table>

shows that a composite query is translated recursively: implement the sub-queries, and connect them with an arrow. This gives us a recipe for translating an arbitrary relational query plan into a circuit.

The translation is fairly straightforward, but many operators require the application of a $\text{distinct}$ to produce sets. For example, $a \cup b = \text{distinct}(a + b)$. Filtering on Z-sets works exactly as filtering on sets, but preserves the weight of each value. Selection on Z-sets works similar to selection on sets, but also preserves the weights.

This is a faithful implementation of the relational algebra — the underlying mathematical theory that underlies modern databases — using Z-sets. This implementation produces an abundance of $\text{distinct}$ operators, but there are known optimizations for removing some of them.

The following functions in Table 1 are linear: $\sigma, \pi, -, +$. The following functions are bilinear: $\times, \times$. In fact, the only non-linear function is $\text{distinct}$. In consequence, all these functions (lifted) have very efficient incremental versions.

To explain why these functions are linear, consider the filtering query from the introduction (WHERE). What is the change in the output when we add a new row to the input? It is sufficient to check the predicate for the new row. If the predicate returns true, the new row is added to the output. So the change in the output only depends on the change in the input, and not on the actual contents of the input. This is what makes the operation linear.

### 4.3 Incremental view maintenance

Let us consider a relational query $Q$ defining a view $V$. To the following algorithm builds a DBSP circuit for $Q^\Delta$:

**Algorithm 4.1 (Incremental View Maintenance).**

1. Translate $Q$ into a circuit using the rules in Table 1.
2. [Optional] Remove some $\text{distinct}$ operations.
3. Lift the whole circuit, converting it to a circuit operating on streams, using formula (***) in Section 2.
4. Incrementalize the circuit “surrounding” it with $I$ and $D$.
5. Apply the chain rule recursively, producing a circuit using only primitive incremental operations.

This algorithm is deterministic; the running time is proportional to the number of operators in the query. Step (2) generates an equivalent circuit, with fewer $\text{distinct}$ operators. Step (3) yields a circuit that consumes a stream of complete database snapshots and outputs a stream of view snapshots. Step (4) yields a circuit that consumes a stream of database changes and outputs a stream of view changes; however, the internal operation of the circuit is non-incremental, as it rebuilds the complete database using integrations. Step (5) optimizes the circuit by replacing each primitive operator with its incremental version. It essentially adds a $I \circ D$ pair on every edge in the circuit, and then uses the chain rule to replace each $I \circ Q \circ D$ with $Q^\Delta$.

After running this algorithm, all primitives operations are replaced by their incremental versions. The only non-linear operation from Table 1 is $\text{distinct}$. However, there is an efficient incremental implementation for $\text{distinct}$ (this construction has also been known before, but we show it in terms of streaming operations), shown in the following diagram:
The function $H$ has two inputs: the left input is the change $\Delta d$, while the top input is the full set, obtained as an integral of the changes. $H$ detects whether the weight of a row in the full set is changing sign (from negative to positive on a row insertion, and from positive to negative on a deletion) when the row appears in a new change. Here is the intuition why $\text{distinct}$ is efficiently incrementalizable: only tuples that appear in the input change $\Delta d$ can appear in the output change $\Delta o$, so the work performed is $O(|\Delta d|)$. The implementation needs to maintain the entire input set (similar to joins) in order to discover whether an item is new or not. That is the purpose of the $I$ operator.

The algorithm reduces the problem of incremental execution of a query plan to the incremental execution of subplans/primitive operators. However, this algorithm works even if we use a primitive $P$ for which no efficient incremental version is known: we can always use the inefficient “brute-force” implementation given by $P^\Delta = D \circ P \circ I$.

### 4.4 Relational Query Example

Let’s apply the IVM algorithm to the following SQL query:

```
CREATE VIEW v AS
SELECT DISTINCT a.x, b.y FROM (SELECT t1.x, t1.id FROM t1 WHERE t1.a > 2)
  t1 JOIN (SELECT t2.id, t2.y FROM t2 WHERE t2.s > 5)
  t2 ON a.id = b.id
```

Step 1: Create a DBSP circuit to represent this query using the rules in Table 1; this circuit is essentially a dataflow implementation of the query:

\[
t1 \xrightarrow{\sigma_{a>2}} \text{distinct} \xrightarrow{\pi_{x.id}} \text{distinct} \xrightarrow{\Delta o_{id=0}} \pi_{x,y} \xrightarrow{\text{distinct}} V
\]

\[
t2 \xrightarrow{\sigma_{s>5}} \text{distinct} \xrightarrow{\pi_{y.id}} \text{distinct}
\]

Step 2: eliminate $\text{distinct}$ operators, producing an equivalent circuit (we omit the subscripts to save space):

\[
t1 \xrightarrow{\sigma} \xrightarrow{\pi} \xrightarrow{\Delta o} \xrightarrow{\pi} \xrightarrow{\text{distinct}} V
\]

\[
t2 \xrightarrow{\sigma} \xrightarrow{\pi}
\]

This step is used in some traditional database optimizers. Note that some arrows that represented sets in the original circuit may represent multisets in the optimized circuit.

Step 3: lift the circuit to compute over streams; all arrows are doubled and all functions are lifted:

\[
t1 \xrightarrow{\uparrow \sigma} \xrightarrow{\uparrow \pi} \xrightarrow{\Delta o} \xrightarrow{\uparrow \pi} \xrightarrow{\text{distinct}} V
\]

\[
t2 \xrightarrow{\uparrow \sigma} \xrightarrow{\uparrow \pi}
\]

Step 4: incrementalize circuit, obtaining a circuit that computes over changes; this circuit receives changes to relations $t1$ and $t2$ and for each such change it produces the corresponding change in the output view $V$:

\[
\Delta t1 \xrightarrow{\uparrow \sigma} \xrightarrow{\uparrow \pi} \xrightarrow{\Delta o} \xrightarrow{\uparrow \pi} \xrightarrow{\text{distinct}} \xrightarrow{D} \Delta V
\]

\[
\Delta t2 \xrightarrow{\uparrow \sigma} \xrightarrow{\uparrow \pi}
\]

Step 5: apply the chain rule to rewrite the circuit as a composition of incremental operators; notice the use of $\cdot^\Delta$ for all operators:

\[
\Delta t1 \xrightarrow{\uparrow \sigma} \xrightarrow{\uparrow \pi} \xrightarrow{\Delta o} \xrightarrow{\uparrow \pi} \xrightarrow{\text{distinct}} \xrightarrow{D} \Delta V
\]

\[
\Delta t2 \xrightarrow{\uparrow \sigma} \xrightarrow{\uparrow \pi}
\]

Use the linearity of $\sigma$ and $\pi$ to simplify this circuit (notice that all linear operators no longer have a $\cdot^\Delta$):

\[
\Delta t1 \xrightarrow{\uparrow \sigma} \xrightarrow{\uparrow \pi} \xrightarrow{\Delta o} \xrightarrow{\uparrow \pi} \xrightarrow{\text{distinct}} \xrightarrow{D} \Delta V
\]

\[
\Delta t2 \xrightarrow{\uparrow \sigma} \xrightarrow{\uparrow \pi}
\]

Finally, replace the incremental join and the incremental $\text{distinct}$, with their incremental implementations, obtaining the following circuit (we have used a slightly different expansion for the join than the one shown previously; this one only contains two integrators):

\[
\Delta t1 \xrightarrow{\uparrow \sigma} \xrightarrow{\uparrow \pi} \xrightarrow{\Delta o} \xrightarrow{\uparrow \pi} \xrightarrow{\text{distinct}} \xrightarrow{D} \Delta V
\]

\[
\Delta t2 \xrightarrow{\uparrow \sigma} \xrightarrow{\uparrow \pi}
\]

Notice that the resulting circuit contains three integration operations: two from the join, and one from the $\text{distinct}$. It also contains two join operators. However, the work performed by each operator for each new input is proportional to the size of its input change.

### 4.5 SQL

SQL is richer than the relational algebra. It can perform operations on multisets, and it offers operations such as GROUP BY and aggregations. All of these can be modeled as operations on Z-set-like structures. Moreover, GROUP BY is a linear operation. Some aggregations are “almost” linear, but other, such as MIN, require maintaining the full input set, similar to $\text{distinct}$, to properly handle deletions. See the full paper and the technical report [6] for more details.

### 5. RECURSIVE QUERIES

Recursive queries are very useful in many applications. For example, graph algorithms such as graph reachability or transitive closure are naturally expressed using recursive queries. We introduce two simple DBSP stream operators that are used for expressing recursive query evaluation. These operators allow us to build circuits implementing looping constructs, which are used to iterate computations until a fixed-point is reached (i.e., the output of some operator does not change anymore).

#### 5.1 Creating and destroying streams

The delta function $\delta : A \rightarrow S_A$ produces a stream from a scalar value. Given an input value $x$, the output stream is $x$ followed by an infinite number of zeros. The input of $\delta$ has a single arrow, while the output has a double arrow.

\[
\delta(x) \quad \cdots \quad 0 \quad 0 \quad x
\]

We define the function $f : S_A \rightarrow A$. Its input stream is required to eventually reach the value 0 and never change afterwards. This function just sums up all the values in the input stream and returns a single result when it encounters the first 0 in the input stream. Notice that the input is a double arrow, while the output is a single arrow. E.g.,

\[
\delta(x) \quad \cdots \quad 0 \quad 0 \quad x
\]
(This function is also an integrator; its relationship to the \( I \) operator is the same one as the relationship of the definite integral \([1]\) to the indefinite integral \([2]\) in mathematics.) \( \delta \) and \( f \) are both linear.

So far we have used a tacit assumption that “time” is common for all streams in a program. For example, when we add two streams, we assume that they use the same “clock”. However, the \( \delta \) operator creates a stream with a “new”, independent time dimension. We require well-formed circuits to “insulate” nested time domains by “bracketing” them between a \( \delta \) and an \( f \) operator:

\[
S \xrightarrow{i} \delta \xrightarrow{f} o
\]

\( S \) is a streaming operator, but the entire circuit implements a scalar function, as shown by the single arrowheads.

5.2 Implementing recursive queries

We describe the implementation of recursive queries in DBSP. SQL can only express very limited recursive queries, so here we model Datalog queries. In general, a Datalog program defines a set of mutually recursive relations.

We describe the algorithm to build DBSP circuits for the simple case of a single-input, single-output recursive query. The input of our algorithm is a Datalog query of the form \( O = R(x, O) \), where \( R \) is a relational, non-recursive query, producing a set as a result, but whose output \( O \) is also an input. The output of the algorithm is a DBSP circuit which evaluates this recursive query producing output \( O \) when given the input \( x \). In this section we build a non-incremental circuit, which evaluates the Datalog query; in Section 5.3 we derive the incremental version of this circuit.

**Algorithm 5.1** (Recursion Queries).
1. Implement the non-recursive relational query \( R \) as described in Section 4 and Table 1; this produces an acyclic circuit whose inputs and outputs are \( Z \)-sets:

   \[
   x \xrightarrow{R} O
   \]

   In all these diagrams we show input \( \theta \) of operator \( R \) on the left, and input 1 on the bottom.

2. Lift this circuit to operate on streams:

   \[
   x \xrightarrow{\uparrow R} O
   \]

   Construct \( \uparrow R \) by lifting each operator individually, using equation (***) in Section 2.

3. Build a cycle, connecting the output to the corresponding recursive input via a delay:

   \[
   x \xrightarrow{\uparrow R} O
   \]

   \( \delta \) “Bracket” the circuit as follows:

   \[
   x \xrightarrow{\delta} Z \xrightarrow{\uparrow R} O
   \]

The left input of \( \uparrow R \) is an infinite stream of identical values \( \cdots [x] [x] [x] [x] \). The feedback cycle in this circuit is a \textbf{while} loop that iterates until no changes are observed (i.e., a fixed-point of \( R \) is reached); the outputs produced by \( \uparrow R \) will be: in sequence \( R(x, O), R(x, R(x, O)), R(x, R(x, R(x, O))) \), etc. The \( D \) operator yields the set of new changes computed by each iteration of the loop. When the set of new changes becomes zero, the fixed point has been reached.

Please note that this is not a streaming circuit: the input and output arrows are both simple. This is a circuit which receives a single input value and produces a single corresponding output. The circuit uses streams internally to implement the fixed point iteration.

A concrete example for a transitive closure query is Section 8.2 of our technical report [6].

When \( R \), the body of the loop, implements a Datalog programs computing on a finite data domain, this program can be proven to always terminate and compute the least fixed point that contains \( x \). For an arbitrary function \( R \), the resulting circuit may loop forever for some inputs.

In fact, this circuit implements the standard Datalog naive evaluation algorithm (e.g., see Algorithm 1 in [11]). Notice that the inner part of the circuit is the incremental form of another circuit, since it is sandwiched between \( I \) and \( D \) operators. Using the cycle rule we can rewrite this circuit:

\[
x \xrightarrow{\uparrow R} O
\]

This circuit implements semi-naive evaluation (Algorithm 2 in [11]). We have just proven the correctness of semi-naive evaluation as an immediate consequence of the cycle rule!

5.3 Incremental recursive programs

In Section 2–4 we showed how to incrementalize a relational query by compiling it into a circuit, lifting the circuit to compute on streams, and applying the \( \Delta \) operator. In Section 5 we showed how to compile a recursive query into a circuit that employs incremental computation internally, to compute the fixed point. Here we combine these results to construct a circuit that evaluates a recursive query incrementally. The circuit receives a stream of updates to input relations, and for every update recomputes the fixed point. To do this incrementally, it preserves the stream of changes to recursive relations produced by the iterative fixed point computation, and adjusts this stream to account for the modified inputs. Thus, every element of the input stream yields a stream of adjustments to the fixed point computation, using nested streams.

In the same way streams are infinite vectors, streams of streams are infinite matrices. We denote streams of streams with triple arrows in our diagrams.

The same way we lift functions to produce stream operators, we can lift stream operators to produce operators on streams of streams. A scalar function \( f \) can be lifted twice to produce an operator between streams of streams:

\[
i \xrightarrow{\uparrow f} O
\]

The operator \( \uparrow f \) on nested streams delays “rows” of the matrix, while \( \uparrow z^{-1} \) delays “columns”.

We have seen in equation (***) that lifting a graph entails lifting all operators. This extends to graphs with cycles, e.g:
This gives us the ability to lift entire circuits, including circuits computing on streams and having feedback edges. With this machinery we can now apply Algorithm 4.1 to arbitrary circuits, even circuits for recursive relations.

Step 1: Start with the “semi-naive” circuit:

\[
\begin{aligned}
  i & \xrightarrow{\Delta} o \\
  o & \xrightarrow{\Delta} i
\end{aligned}
\]

This is the incremental version of a recursive query. A concrete example for a transitive closure query is Section 9.1 of our technical report [6].

6. IMPLEMENTATION

DBSP does not make any simplifying assumptions that would make it impractical. In fact, Feldera Inc. has built an open-source implementation of DBSP as a query engine in Rust [9]; and also a compiler from SQL to DBSP [10]. This compiler handles essentially the entire SQL language. The compiler generates execution plans for incrementally maintaining any number of views defined in SQL.

Plan quality. A relational algebra query can be implemented by multiple plans, each with a different data-dependent cost. The input of Algorithm 4.1 is a non-incremental query plan, produced by a query planner. The algorithm produces an incremental plan that is “similar” to the input plan.

Standard query planners use cost-based heuristics and data statistics to optimize plans. A generic IVM planner does not have this luxury, since the plan must be generated before any data has been fed to the query. Nevertheless, all standard query optimization techniques, perhaps based on historical statistics, can be used to generate the query plan that is supplied to our Algorithm. The question of optimality in the context of IVM plan is a much more difficult topic than optimization of ad-hoc queries, since the chosen IVM plan will execute for all future database updates.

Tradeoffs. Incremental computation is not free. It is in fact a trade-off between time and space. In the cost analysis we have to consider both the time and the space used by each operator. While many incremental database operations can be implemented using work proportional to the size of the changes, and no storage overhead, several classes of database operations, such as joins, “distinct”, and aggregates can be implemented efficiently only using additional storage in the form of indexes. The size of these indexes is proportional to the size of the total data in the database (and not just to the size of the changes) — and since some indexes are over intermediate relations, they can even exceed the size of the original database. In DBSP the indexes are represented by delay operators \( \delta \). In fact, the delay operator (and its lifted variant \( \delta^{-1} \)) are the only operators that maintains state. This is also the only state that needs to be persisted, checkpointed, or migrated to make DBSP computations fault-tolerant.

DBSP is an “eager” or “top-down” execution model: it constantly maintains the entire contents of any number of views, even if no one really wants to inspect the views. In contrast, “lazy” or “bottom-up” models only build part of the views when the views are inspected. Such models have the potential to be more efficient. Eager models can be converted into lazy ones if something is known about the class of operations that will be executed against the views.

Start-up costs. When a new view is installed, the IVM system must compute the first change, which is the same as the initial contents of the view. This computation is in proportional to the size of the whole database. This is known as the “backfill” problem. Likewise, changes to the definition of a view or the data schema require recomputing the affected queries from scratch.

Adopting DBSP. Traditional databases do not offer efficient IVM implementations for arbitrary queries. Databases could in principle be retrofitted to use the algorithms in this paper, but the existing query engines are not built around structures that can represent negative changes (like \( \delta \)-sets), so this effort will require a significant redesign.

Moreover, we argue that databases should not only compute views incrementally, but should use “changes” as the fundamental data structure to communicate with their environment: a database service should offer the following API: users register to receive notifications for changes in one or more views. Then, for any transaction committed, each user receives a notification containing the list of changes for the all the views they registered. Databases today do not have convenient mechanism for reporting changes to the outside world. In fact, entire industries have sprung up around the concept of Change Data Capture [3], which is building ad-hoc solutions for extracting changes from databases, usually by inspecting the write-ahead transaction log.

7. CONCLUSIONS

We have introduced DBSP, a model of computation based on infinite streams over commutative groups. In this model streams are used for 3 purposes: (1) to model consecutive snapshots of a database, (2) to model consecutive changes (deltas, or transactions) applied to a database and changes of a maintained view, (3) to model consecutive values of loop-carried variables in recursive computations.

We have defined an abstract notion of incremental computation over streams, and defined the incrementalization operator \( \Delta \), which transforms an arbitrary stream computation \( Q \) into its incremental version \( Q^{\Delta} \). The incrementalization operator has some very nice algebraic properties, which gave us a general algorithm for incrementalizing many classes of complex queries, including arbitrary recursive queries.

We believe that DBSP can form a solid foundation for a theory and practice of streaming incremental computation.
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