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ABSTRACT

We investigate the adversarial robustness of streaming algorithms. In this context, an algorithm is considered robust if its performance guarantees hold even if the stream is chosen adaptively by an adversary that observes the outputs of the algorithm along the stream and can react in an online manner. While deterministic streaming algorithms are inherently robust, many central problems in the streaming literature do not admit sublinear-space deterministic algorithms; on the other hand, classical space-efficient randomized algorithms for these problems are generally not adversarially robust. This raises the natural question of whether there exist efficient adversarially robust (randomized) streaming algorithms for these problems.

In this work, we show that the answer is positive for various important streaming problems in the insertion-only model, including distinct elements and more generally $F_p$-heavy hitters, entropy estimation, and others. For all of these problems, we develop adversarially robust $(1 + \varepsilon)$-approximation algorithms whose required space matches that of the best known non-robust algorithms up to a $\text{poly}(\log n, 1/\varepsilon)$ multiplicative factor (and in some cases even up to a constant factor). Towards this end, we develop several generic tools allowing one to efficiently transform a non-robust streaming algorithm into a robust one in various scenarios.

1. INTRODUCTION

The streaming model of computation is a central and crucial tool for the analysis of massive datasets, where the sheer size of the input imposes stringent restrictions on the memory, computation time, and other resources available to the algorithms. Examples of practical settings where streaming algorithms are in need are easy to encounter. These include internet routers and traffic logs, databases, sensor networks, financial transaction data, and scientific data streams. Given this wide range of applicability, there has been significant effort devoted to designing and analyzing extremely efficient one-pass algorithms. We recommend the survey of [26] for a comprehensive overview of streaming algorithms and their applications.

Many central problems in the streaming literature do not admit sublinear-space deterministic algorithms, and in these cases randomized solutions are necessary. In other cases, randomized solutions are more efficient and simpler to implement than their deterministic counterparts. While randomized streaming algorithms are well-studied, the vast majority of them are defined and analyzed in the static setting, where the stream is worst-case but fixed in advance, and only then the randomness of the algorithm is chosen. However, assuming that the stream sequence is independent of the chosen randomness, and in particular that future elements of the stream do not depend on previous outputs of the streaming algorithm, may not be realistic [1, 4, 13, 14, 16, 25, 27], even in non-adversarial settings. For example, suppose that a user sequentially makes queries to a database, and receives an immediate response after each query. Naturally, future queries made by the user in such a setting may heavily depend on the responses given by the database to previous queries. In other words, the stream updates are chosen adaptively, and cannot be assumed to be fixed in advance.

A streaming algorithm that works even when the stream is adaptively chosen by an adversary (the precise definition given next) is said to be adversarially robust. Deterministic algorithms are inherently adversarially robust, since they are guaranteed to be correct on all possible inputs. However, the large gap in performance between deterministic and randomized streaming algorithms for many problems motivates the need for designing adversarially robust randomized algorithms, if they even exist. In particular, we would like to design adversarially robust randomized algorithms which are as space and time efficient as their static counterparts, and yet as robust as deterministic algorithms. The study of
such algorithms is the main focus of our work.

The Adversarial Setting.

There are several ways to define the adversarial setting, which may depend on the information the adversary (who chooses the stream) can observe from the streaming algorithm, as well as other restrictions imposed on the adversary. For the most part, we consider a general model, where the adversary is allowed unbounded computational power and resources, though we do discuss the case later when the adversary is computationally bounded. At each point in time, the streaming algorithm publishes its output to a query for the stream. The adversary observes these outputs one-by-one, and can choose the next update to the stream adaptively, depending on the full history of the outputs and stream updates. The goal of the adversary is to force the streaming algorithm to eventually produce an incorrect output to the query, as defined by the specific streaming problem in question.

Formally, a data stream of length $m$ over a domain $[n]$ is a sequence of updates of the form $(a_t, \Delta_t), \ldots, (a_m, \Delta_m)$ where $a_t \in [n]$ is an index and $\Delta_t \in \mathbb{Z}$ is an increment or decrement to that index. The frequency vector $f \in \mathbb{R}^n$ of the stream is the vector with $i^{th}$ coordinate $f_i = \sum_{t:a_t=i} \Delta_t$. We write $f(t)$ to denote the frequency vector restricted to the first $t$ updates, namely $f(t) = \sum_{t'=1}^t \Delta_{t'}$. It is assumed at all points $t$ that the maximum coordinate in absolute value, denoted $\|f(t)\|_{\infty}$, is at most $M$ for some $M > 0$, and that $\log(mM) = O(\log n)$. In the insertion-only model, the updates are assumed to be positive, meaning $\Delta_t > 0$, whereas in the turnstile model $\Delta_t$ can be positive or negative. The general task in streaming is to respond to some query $Q$ about the frequency vector $f(t)$ at each point in time $t \in [m]$. Oftentimes, this query is to approximate some function $g : \mathbb{R}^n \to \mathbb{R}$ of $f(t)$ (ideally, one might wish to exactly compute the function $g$; however, in many cases, and in particular for the problems that we consider here, exact computation cannot be done with sublinear space). For example, counting the number of distinct elements in a data stream is among the most fundamental problems in the streaming literature; here $g(f(t))$ is the number of non-zero entries in $f(t)$. Since exact computation cannot be done in sublinear space [8], the goal is to approximate the value of $g(f(t))$ to within a multiplicative factor of $(1 \pm \epsilon)$. Another important streaming problem (which is not directly an estimation task) is the Heavy-Hitters problem, where the algorithm is tasked with finding all the coordinates in $f(t)$ which are larger than some threshold $\tau$.

Formally, the adversarial setting is modeled by a two-player game between a (randomized) STREAMINGALGORITHM and an ADVERSARY. At the beginning, a query $Q$ is fixed, which the STREAMINGALGORITHM must continually reply to. The game proceeds in rounds, where in the $t$-th round:

1. ADVERSARY chooses an update $u_t = (a_t, \Delta_t)$ for the stream, which can depend on, in particular, on all previous stream updates and outputs of STREAMINGALGORITHM.
2. STREAMINGALGORITHM processes the new update $u_t$ and outputs its current response $R^t$ to the query $Q$.
3. ADVERSARY observes $R^t$ (stores it) and proceeds to the next round.

The goal of the ADVERSARY is to make the STREAMINGALGORITHM output an incorrect response $R^t$ to $Q$ at some point $t$. For example, in the distinct elements problem, the adversary’s goal is that on some step $t$, the estimate $R^t$ will fail to be a $(1 + \epsilon)$-approximation of the true current number of distinct elements $|\{i \in [n] : f_i(t) \neq 0\}|$.

Streaming algorithms in the adversarial setting.

It was shown by Hardt and Woodruff [16] that linear sketches are inherently non-robust in adversarial settings for a large family of problems, thus demonstrating a major limitation of such sketches. In particular, their results imply that no linear sketch can approximate the Euclidean norm of its input to within a polynomial multiplicative factor in the adversarial (turnstile) setting. Here, a linear sketch is an algorithm whose output depends only on values $S \cdot f$ and $S$, for some (usually randomized) sketching matrix $S \in \mathbb{R}^{k \times n}$. This is quite unfortunate, as the vast majority of turnstile streaming algorithms are in fact linear sketches.

Indeed, the typical guarantee is that for any fixed $f$, $S \cdot f$ satisfies some property with good probability. If $f$ is allowed to depend on $S$, this property typically does not hold. For example, if $S$ is a random Gaussian matrix, then the Euclidean norm $\|S \cdot f\|_2$ is close to $\|f\|_2$ with large probability. However, if $f$ is allowed to depend on $S$, then one can choose $f$ to be a large non-zero vector orthogonal to the rows of $S$, so that $\|S \cdot f\|_2$ is zero while $\|f\|_2$ is non-zero. One can show that for a number of sketches, answers to previous queries reveal information about $S$, and consequently an adversary can later construct an $f$, depending on $S$, to break them.

On the positive side, recent works of Ben-Eliezer and Yogev [4] and Alon et al. [1] show that random sampling is quite robust in the adaptive adversarial setting, albeit with a slightly larger sample size. While uniform sampling is a rather generic and useful tool, it is not sufficient for solving many important streaming tasks, such as estimating frequency moments ($F_p$-estimation), finding $L_2$ heavy hitters, and various other data analysis problems. This raises the natural question of whether there exist efficient adversarially robust randomized streaming algorithms for these problems and others, which is the main focus of this work. Perhaps even more importantly, we ask the following.

Is there a generic technique to transform a static streaming algorithm into an adversarially robust streaming algorithm?

This work answers the above questions affirmatively for a large class of algorithms.

1.1 Our Results

We devise adversarially robust algorithms for various fundamental insertion-only streaming problems, including distinct element estimation, $F_0$ moment estimation, heavy hitters, entropy estimation, and several others. In addition, we give adversarially robust streaming algorithms which can handle a bounded number of deletions as well. The required space of our adversarially robust algorithms matches that of the best known non-robust ones up to a small multiplicative factor. Our new algorithmic results are summarized in Table 1.

In contrast, we demonstrate that some classical randomized algorithms for streaming problems in the static setting,
such as the celebrated Alon-Matias-Szegedy (AMS) sketch [2] for $F_p$-estimation, are inherently non-robust to adaptive adversarial attacks in a strong sense.

The Robustification Framework: Flip number, Sketch Switching, and Computation Paths.

Our adversarially robust algorithms make use of two generic robustification frameworks that we develop, allowing one to efficiently transform a non-robust streaming algorithm into a robust one in various settings. Both of the robustification methods rely on the fact that functions of interest do not drastically change their value too many times along the stream. Specifically, the transformed algorithms have space dependency on the flip-number of the stream, which is a bound on the number of times the function $g(f(t))$ can change by a factor of $(1 \pm \epsilon)$ in the stream (see Section 2).

The first method, called sketch switching, maintains multiple instances of the non-robust algorithm and switches between them in a way that cannot be exploited by the adversary. The second technique bounds the number of computation paths possible in the two-player adversarial game. This technique maintains only one copy of a non-robust algorithm, albeit with an extremely small probability of error $\delta$. We show that a carefully rounded sequence of outputs generates only a small number of possible computation paths, which can then be used to ensure robustness by union bounding over these paths. The framework is described in Section 2.

The two above methods are incomparable: for some streaming problems the former is more efficient, while for others, the latter performs better, and we show examples of each. Specifically, sketch switching can exploit efficiency gains of strong-tracking, resulting in particularly good performance for static algorithms that can respond correctly to queries at each step without having to union bound over all $m$ steps. In contrast, the computation paths technique can exploit an algorithm with good dependency on $\delta$ (the failure probability). Namely, algorithms that have small dependency in update-time or space on $\delta$ will benefit from the computation paths technique.

For each of the problems we consider, we show how to use the framework, in addition to some further techniques which we develop along the way, to solve it. Interestingly, we also demonstrate how cryptographic assumptions (which were not commonly used before in the streaming context) can be applied to obtain an adversarially robust algorithm against computationally bounded adversaries for the distinct elements problem at essentially no extra cost over the space optimal non-robust one. See Table 1 for a summary of our results in the adversarial setting compared to the state-of-the-art in the static setting, as well as to deterministic algorithms.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Static Randomized</th>
<th>Deterministic</th>
<th>Adversarial</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distinct elements ($F_0$-estimation)</td>
<td>$\tilde{O}(\epsilon^{-2} + \log n)$ [5]</td>
<td>$\Omega(n)$ [8]</td>
<td>$O(\epsilon^{-n} + \epsilon^{-1} \log n)$</td>
<td></td>
</tr>
<tr>
<td>$F_p$-estimation, $p \in (0, 2] \setminus {1}$</td>
<td>$O(\epsilon^{-2} \log^2 n)$ [6]</td>
<td>$\tilde{O}(\epsilon^{-2} \log^2 n)$ [22]</td>
<td>$O(\epsilon^{-2} \log^2 n)$</td>
<td>crypto/random oracle</td>
</tr>
<tr>
<td>$F_p$-estimation, $p &gt; 2$</td>
<td>$O\left( n^{-1} \frac{1}{p} \left( \epsilon^{-3} \log^2 n \right) \right)$ [2, 8]</td>
<td>$\tilde{O}(\epsilon^{-2} \log^2 n)$</td>
<td>$\tilde{O}(\epsilon^{-2} \log^2 n)$</td>
<td>$\delta = \Theta(n^{-1/4} \log n)$</td>
</tr>
<tr>
<td>$T_2$ Heavy Hitters</td>
<td>$O(\epsilon^{-2} \log^2 n)$ [7]</td>
<td>$\Omega(\sqrt{n})$ [21]</td>
<td>$O(\epsilon^{-2} \log^2 n)$</td>
<td></td>
</tr>
<tr>
<td>Entropy Estimation</td>
<td>$O(\epsilon^{-2} \log^2 n)$ [9]</td>
<td>$\tilde{O}(\epsilon^{-2} \log^2 n)$</td>
<td>$\tilde{O}(\epsilon^{-2} \log^2 n)$</td>
<td>crypto/random oracle</td>
</tr>
<tr>
<td>Turnstile $F_p$-estimation, $p \in (0, 2]$</td>
<td>$O(\epsilon^{-2} \log^2 n)$ [22]</td>
<td>$\Omega(n)$ [2]</td>
<td>$O(\epsilon^{-2} \lambda \log^2 n)$</td>
<td>$\lambda$-bounded $F_p$ flip number, $\delta = \Theta(n^{-1/4})$</td>
</tr>
<tr>
<td>$F_p$-estimation, $p \in [1, 2)$, $\alpha$-bounded deletions</td>
<td>$O(\epsilon^{-2} \log \log n)$ [19]</td>
<td>$\tilde{O}(2^{-1/(1-p)} \cdot n)$ [8]</td>
<td>$O(\alpha \epsilon^{-2} \log^3 n)$</td>
<td>static only for $p = 1$</td>
</tr>
</tbody>
</table>
multiplicative overhead over the best static randomized algorithms.

We utilize an optimized version of the sketch switching method to derive an upper bound for estimating the number of distinct elements. The result is an adversarially robust $F_0$ estimation algorithm whose complexity is only a $\Theta(1 - \log 1 - \varepsilon)$ factor larger than the optimal static (non-robust) algorithm [5].

**Theorem 1.1.** There is an algorithm which, when run on an adversarial insertion only stream, with probability at least $1 - \delta$ produces at every step $t \in [m]$ an estimate $\hat{R}'$ such that $R' = (1 \pm \varepsilon)f^{(t)}(0)$. The space used by the algorithm is

$$O\left(\frac{\log(1/\varepsilon)}{\varepsilon} \left(\log \varepsilon^{-1} + \log \delta^{-1} + \log \log n + \log n\right)\right).$$

A second result applies the computation paths method with a new static algorithm for $F_0$ estimation which has very small update-time dependency on $\delta$, and nearly optimal space complexity. As a result, we obtain an adversarially robust $F_0$ estimation algorithm with extremely fast update time (note that the update time of the above sketch switching algorithm would be $O(\varepsilon^{-1} \log n)$ to obtain the same result, even for constant $\delta$).

A third result takes a different approach: it shows that under certain standard cryptographic assumptions, there exists an adversarially robust algorithm which asymptotically matches the space complexity of the best non-robust tracking algorithm for distinct elements.

Our next set of results provides adversarially robust algorithms for $F_p$-estimation with $p > 0$. The following result concerns the case $0 < p \leq 2$. It was previously shown that for $p$ bounded away from one, $\Omega(n)$ space is required to deterministically estimate $\|f\|_p^p$, even in the insertion only model [2, 8]. On the other hand, space-efficient non-robust randomized algorithms for $F_p$-estimation exist. We leverage these, along with an optimized version of the sketch switching technique to save a log $n$ factor, and obtain an adversarially robust algorithm for $F_p$-estimation, where $0 < p < 2$.

The next result concerns $F_p$-estimation for $p > 2$. Here again, we provide an adversarially robust algorithm which is optimal up to a small multiplicative factor. This result applies the computation paths robustification method as a black box. Notably, a classic lower bound of [3] shows that for $p > 2$, $\Omega(n^{1 - 2/p})$ space is required to estimate $\|f\|_p^p$ up to a constant factor (improved lower bounds have been provided since, e.g., [24, 12]). By using our computation paths technique, we obtain adversarially robust $F_p$ moment estimation algorithms as well for $p > 2$. Lastly, we show that our techniques for $F_p$ moment estimation can be extended to data streams with a bounded number of deletions (negative updates).

Additionally, we show how to get adversarial robust streaming algorithms for a range of problems where it is not clear a-priori how to apply our framework. We show how our techniques can be used to solve the popular heavy-hitters problem, and we show how to solve the Entropy estimation problem. See Table 1 for a summary of our results.

**Attack on AMS Sketch.**

As discussed above, many important streaming problems admit efficient adversarially robust algorithms in the insertion model. It is now natural to ask: are classical algorithms for this problem generally adversarially robust?

We prove that the answer is negative: the classic Alon-Matias-Szegedy sketch (AMS sketch) [2], the first and perhaps most well known $F_2$ estimation algorithm (which uses sub-polynomial space), is not adversarially robust in the insertion-only model. (In the full turnstile model, in which the adversary is more powerful, the fact that the AMS sketch is not robust follows from the linear sketching lower bound of Hardt and Woodruff [16].) Specifically, we demonstrate an adversary which, when run against the AMS sketch, fools the sketch into outputting a value which is not a $(1 \pm \varepsilon)$ estimate of the $F_2$. The non-robustness of standard static streaming algorithms, even under simple attacks, is a further motivation to design adversarially robust algorithms.

In what follows, recall that the AMS sketch computes $S \cdot f$ throughout the stream, where $S \in \mathbb{R}^{r \times n}$ is a matrix of uniform $\{t^{-1/2}, -t^{-1/2}\}$ random variables. The $F_2$-estimate is then the value $\|Sf\|_2^2$.

**Theorem 1.2.** Let $S \in \mathbb{R}^{r \times n}$ be the AMS sketch, $1 \leq t \leq n/c$ for some constant $c > 1$. There is an adversary which, with probability 99/100, succeeds in forcing the estimate $\|Sf\|_2^2$ of the AMS sketch to not be $a (1 \pm 1/2)$ approximation of the true norm $\|f\|_2^2$. Moreover, the adversary needs to only make $O(t)$ stream updates before this occurs.

### 1.2 Subsequent Work and Open Questions

Based on this paper, a couple of very recent follow-up works have improved upon the space efficiency of our robustification techniques for different settings. Hassidim et al. [18] use techniques from differential privacy to obtain a generic robustification framework in the same mold as ours, where the dependency on the flip number is the improved $\sqrt{\lambda}$ as opposed to linear in $\lambda$ - the exact bound includes other poly($(\log n)/\varepsilon$) factors. Similar to our construction, they run multiple independent copies of the static algorithm $A$ with independent randomness and feed the input stream to all of the copies. Unlike our construction, when a query comes, they aggregate the responses from the copies in a way that protects the internal randomness of each of the copies using differential privacy. Using their framework, one may construct an adversarially robust algorithm for $F_p$-moment estimation that uses $O((\log n)^{4.2} / \varepsilon)$ bits of memory for any $p \in [0, 2]$. This improves over our $O((\log n)^{4.2})$ bound for interesting parameter regimes.

Woodruff and Zhou [28] obtain further improvements for a class of problems that have so-called difference estimators which in some cases are (almost) optimal even for the static case. For example, they give an adversarially robust algorithm for $F_p$-moment estimation that uses $O((\log n)^{4.2})$ bits of memory for any $p \in [0, 2]$. This improves upon both our work and [18]. Interestingly, difference estimators, which are a new class of algorithms developed in their paper, turn out to be useful also in the sliding windows (classical) model.

Many problems remain open, mainly for achieving optimal bounds for all known streaming problems in the adversarial setting. In particular, one may ask the following:

**Do there exist natural streaming tasks that can be solved in the classical setting using small memory, but which require significantly more memory in the adversarial setting?**

Very recently, this question was addressed by Kaplan et al. [23] who constructed a streaming problem exhibiting such
a separation between the classical setting, where it only requires a polylogarithmic amount of memory, and the adversarial setting, where polynomial memory is required—\( \text{that is, an exponential separation.} \) Their construction is based on classical results in adaptive data analysis.

One particular question of interest that remains wide open is related to the turnstile streaming model. The large majority of results in this paper (and in subsequent papers) apply in the insertion-only model. The full turnstile model, where arbitrary insertions and deletions are allowed, is much less understood. In particular we ask the following.

**Do there exist small memory streaming algorithms in the adversarial turnstile model for the problems in this paper?**

## 2. TOOLS FOR ROBUSTNESS

In this section, we establish two methods, sketch switching and computation paths, allowing one to convert an approximate algorithm for any sufficiently well-behaved streaming problem to an adversarially robust one for the same problem. The central definition of a **flip number** bounds the number of major (multiplicative) changes in the algorithm’s output along the stream. As we shall see, a small flip number allows for efficient transformation of non-robust algorithms into robust ones. We remark that the notion of flip number we define here also plays a central role in subsequent works ([18], [28]): for example, the main contribution of the former is a generic robustification technique with an improved (square root type instead of linear) dependence in the flip number. The latter improves the poly\((1/\varepsilon)\) dependence on the flip number.

### 2.1 Flip Number

**Definition 2.1 (flip number).** Let \( \varepsilon \geq 0 \) and \( m, n \in \mathbb{N} \), and let \( \vec{y} = (y_1, y_2, \ldots, y_m) \) be any sequence of real numbers. The \( \varepsilon \)-flip number \( \lambda_{\varepsilon}(\vec{y}) \) of \( \vec{y} \) is the maximum \( k \in \mathbb{N} \) for which there exist \( 0 \leq i_1 < \cdots < i_k \leq m \) so that \( y_{i_{j-1}} \neq (1 \pm \varepsilon) y_{i_j} \) for every \( j = 2, 3, \ldots, k \).

Fix a function \( g : \mathbb{R}^n \to \mathbb{R} \) and a class \( C \subseteq ([n] \times \mathbb{Z})^m \) of stream updates. The \((\varepsilon, m)\)-flip number \( \lambda_{\varepsilon,m}(g) \) of \( g \) over \( C \) is the maximum, over all sequences \((u_1, \Delta_1), \ldots, (u_m, \Delta_m) \in C \), of the \( \varepsilon \)-flip number of the sequence \( \langle y_1, y_2, \ldots, y_m \rangle \) defined by \( y_i = g(f^{(i)}) \) for any \( 0 \leq i \leq m \), where as usual \( f^{(j)} \) is the frequency vector after stream updates \((a_1, \Delta_1), \ldots, (a_m, \Delta_m) \) (and \( f^{(0)} \) is the n-dimensional zeros vector).

The class \( C \) may represent, for instance, the subset of all insertion only streams, or bounded-deletion streams. For the rest of this section, we shall assume \( C \) to be fixed, and consider the flip number of \( g \) with respect to this choice of \( C \). We note that a somewhat reminiscent definition, of an unvarying algorithm, was studied by [11] (see Definition 5.2 there) in the context of differential privacy. While their definition also refers to a situation where the output undergoes major changes only a few times, both the motivation and the precise technical details of their definition are different from ours.

Note that the flip number is closely monotone in \( \varepsilon \): namely \( \lambda_{\varepsilon', m}(g) \geq \lambda_{\varepsilon, m}(g) \) if \( \varepsilon' < \varepsilon \). One useful property of the flip number is that it is nicely preserved under approximations. As we will see, this can be used to effectively construct approximating sequences whose \( 0 \)-flip number is bounded as a function of the \( \varepsilon \)-flip number of the original sequence. This is summarized in the following lemma.

**Lemma 2.2.** Fix \( 0 < \varepsilon < 1 \). Suppose that \( \vec{u} = (u_0, \ldots, u_m), \vec{v} = (v_0, \ldots, v_m), \vec{w} = (w_0, \ldots, w_m) \) are three sequences of real numbers, satisfying the following:

- For any \( 0 \leq i \leq m \), \( v_i = (1 + \varepsilon/2) u_i \).
- \( w_0 = v_0 \), and for any \( i > 0 \), if \( w_{i-1} = (1 + \varepsilon/2) v_i \) then \( w_i = w_{i-1} \), and otherwise \( w_i = v_i \).

Then \( w_i = (1 + \varepsilon) u_i \) for any \( 0 \leq i \leq m \), and moreover, \( \lambda_{\varepsilon}(\vec{w}) \leq \lambda_{\varepsilon/m}(\vec{u}) \).

Moreover, if \( (\vec{u}, \vec{v}) \in C \), then \( \lambda_{\varepsilon}(\vec{w}) \leq \lambda_{\varepsilon/m}(\vec{v}) \).

We observe that if \( g \) is a function with a property that one wants to preserve under stream updates, then \( g \) itself is defined as a function of the frequency vector along the stream. The frequency vector is a special case of the frequency vector along the stream after \( (a_1, \Delta_1), \ldots, (a_m, \Delta_m) \) updates. This can be seen more formally by considering the flip number of a function \( g \) defined by \( g(f^{(0)}) \).
Figure 1: The sketch switching method, one of our techniques for transforming a streaming algorithm into an adversarially robust algorithm. As we prove, the following strategy is useful for efficiently robustifying streaming algorithms in a wide range of contexts: maintain several copies $R_1, R_2, \ldots$ of the algorithm, but at any given time $t$, only communicate to the adaptive adversary the output $R_{\text{act}}^t$ of a single “active” copy $R_t$, where $t_i < t$ is the step where $R_t$ became active. We then switch the active sketch from $R_t$ to $R_{t+1}$ on the time step $t_{i+1}$ in which the value of $R_{\text{act}}^{t_{i+1}}$ diverges significantly from $R_t^{t_{i+1}}$. This will ensure that the algorithm always returns a good approximation, without leaking any meaningful information about its internal state to the adversary.

Algorithm 1: Adversarially Robust $g$-estimation by Sketch Switching

1. $\lambda \leftarrow \lambda_{(\varepsilon, \delta)}(g)$
2. Initialize independent instances $A_1, \ldots, A_\lambda$ of $(\frac{\varepsilon}{\lambda}, \frac{\delta}{\lambda})$-strong $g$-tracking algorithm
3. $\rho \leftarrow 1$
4. $\hat{g} \leftarrow g(\hat{0})$
5. while new stream update $(a_k, \Delta_k)$ do
6. Insert update $(a_k, \Delta_k)$ into each algorithm $A_1, \ldots, A_\lambda$
7. $y \leftarrow$ current output of $A_\rho$
8. if $\hat{g} \notin (1 \pm \varepsilon/2)y$ then
9. $\hat{g} \leftarrow y$
10. $\rho \leftarrow \rho + 1$
11. Output estimate $\hat{g}$
12. end

Note that a special case of the above are the $F_\alpha$ moments of a data stream. Recall here $\|x\|_\alpha = \{|i : x_i \neq 0\}$ is the number of non-zero elements in a vector $x$.

**Corollary 2.4.** Let $p > 0$. The $(\varepsilon, m)$-flip number of $\|x\|_p^p$ in the insertion only streaming model is $\lambda_{\varepsilon, m}(\|x\|_p) = O(\frac{\lambda}{\varepsilon^2} \log m)$.

**Proof.** We have $\|\hat{0}\|_p^p = 0$, $\|x\|_p^p \geq 1$ for any non-zero $z \in \mathbb{Z}$, and $\|f(m)\|_p^p \leq M^p n \leq n^p$ for some constant $c$, where the second to last inequality holds because $\|f\|_\infty \leq M$ for some $M = \text{poly}(n)$ is assumed at all points in the streaming model. Moreover, for $p = 0$ we have $\|f(m)\|_0 \leq n$. The result then follows from applying Proposition 2.3 with $T = n^{c_{\text{max}}(p, 1)}$. $\square$

Having a small flip number is very useful for robustness, as our next two robustification techniques demonstrate.

### 2.2 The Sketch Switching Technique

Our first technique is called sketch switching, and is described in Algorithm 1. The technique maintains multiple instances of a static strong tracking algorithm, where each time step only one of the instances is “active.” The idea is to change the current output of the algorithm very rarely. Specifically, as long as the current output is a good enough multiplicative approximation of the estimate of the active instance, the estimate we give to the adversary does not change, and the current instance remains active. As soon as this approximation guarantee is not satisfied, we update the output given to the adversary, deactivating our current instance, and activate the next one in line. By carefully exposing the randomness of our multiple instances, we show that the strong tracking guarantee (which a priori holds only in the static setting) can be carried into the robust setting. By Lemma 2.2, the required number of instances, corresponding to the $0$-flip number of the outputs provided to the adversary, is controlled by the $(\Theta(\varepsilon), m)$-flip number of the problem.

**Lemma 2.5.** (Sketch Switching). Fix any function $g : \mathbb{R}^n \rightarrow \mathbb{R}$ and let $A$ be a streaming algorithm that for any $0 < \varepsilon < 1$ and $\delta > 0$ uses space $L(\varepsilon, \delta)$, and satisfies the $(\varepsilon/8, \delta)$-strong $g$-tracking property on the frequency vectors $f^{(1)}, \ldots, f^{(m)}$ of any particular fixed stream. Then Algorithm 1 is an adversarially robust algorithm for $(1 + \varepsilon)$-approximating $g(f^{(1)})$ at every step $t \in [m]$ with success probability $1 - \delta$, whose space is $O(L(\varepsilon/8, \delta/\lambda) \cdot \lambda)$, where $\lambda = \lambda_{(\varepsilon, \delta)}(g)$.

**Proof.** Note that for a fixed randomized algorithm $A$ we can assume the adversary against $A$ is deterministic without loss of generality (in our case, $A$ refers to Algorithm 1). This is because given a randomized adversary and algorithm, if the adversary succeeds with probability greater than $\delta$ in fooling the algorithm, then by a simple averaging argument, there must exist a fixing of the random bits of the adversary which fools $A$ with probability greater than $\delta$ over the coin flips of $A$. Note also here that conditioned on a fixing of the randomness for both the algorithm and adversary, the entire stream and behavior of both parties is fixed.

We thus start by fixing such a string of randomness for the adversary, which makes it deterministic. As a result, suppose that $y_1$ is the output of the streaming algorithm on step $i$. Then given $y_1, y_2, \ldots, y_k$ and the stream updates $(a_1, \Delta_1), \ldots, (a_k, \Delta_k)$ so far, the next stream update $(a_{k+1}, \Delta_{k+1})$ is deterministically fixed. We stress that the randomness of the algorithm is not fixed at this point; we will gradually reveal it along the proof.

Let $\lambda = \lambda_{(\varepsilon, \delta)}(g)$ and let $A_1, \ldots, A_\lambda$ be the $\lambda$ independent instances of an $(\varepsilon/8, \delta/\lambda)$-strong tracking algorithm for $g$. Since $\delta_0 = \delta/\lambda$, later on we will be able to union bound over the assumption that for all $\rho \in [\lambda]$, $A_\rho$ satisfies strong tracking on some fixed stream (to be revealed along the proof); the stream corresponding to $A_\rho$ will generally be different than that corresponding to $\rho' \neq \rho$.

First, let us fix the randomness of the first instance, $A_1$. Let $u_1^1, u_1^2, \ldots, u_m^1$ be the updates $u_1^i = (a_j, \Delta_j)$ that the adversary would make if $A$ were to output $y_0 = g(\hat{0})$ at every time step, and let $f^{(1)}$ be the stream vector after updates $u_1^1, \ldots, u_m^1$. Let $A_1(t)$ be the output of algorithm $A_1$ at time $t$ of the stream $u_1^1, u_1^2, \ldots, u_t^1$. Let $t_1 \in [m]$ be the first time step such that $y_0 \notin (1 \pm \varepsilon/2)A_1(t_1)$, if exists (if not we can set, say, $t_1 = m+1$). At time $t = t_1$, we change our output to $y_1 = A_1(t_1)$. Assuming that $A_1$ satisfies strong tracking for $g$ with approximation parameter $\varepsilon/8$ with respect to the fixed stream of updates $u_1^1, \ldots, u_m^1$ (which holds with probability...
at least $1 - \delta/\lambda$, we know that $A_1(t) = (1 \pm \varepsilon/8)g(f^{(i)})$ for each $t < t_1$ and that $y_0 = (1 \pm \varepsilon/2)A_1(t)$. Thus, by the first part of Lemma 2.2, $y_0 = (1 \pm \varepsilon/8)g(f^{(i)})$ for any $0 \leq t < t_1$. Furthermore, by the strong tracking, at time $t = t_1$ the output we provide $y_1 = A_1(t_1)$ is a $(1 \pm \varepsilon/8)$-approximation of the desired value $g(f^{(i)})$.

At this point, $A$ “switches” to the instance $A_2$, and presents $y_1$ as its output as long as $y_1 = (1 \pm \varepsilon/2)A_2(t)$. Recall that randomness of the adversary is already fixed, and consider the sequence of updates obtained by concatenating $u_1^{(i)}, \ldots, u_n^{(i)}$ as defined above (these are the updates already sent by the adversary) with the sequence $u_{i+1}^{(i)}, \ldots, u_m^{(i)}$ be sent by the adversary if the output from time $t = t_1$ onwards would always be $y_1$. We condition on the $\varepsilon/8$-strong $g$-tracking guarantee on $A_2$ holding for this fixed sequence of updates, noting that this is the point where the randomness of $A_2$ is revealed. Set $t = t_2$ as the first value of $t$ (if exists) for which $A_2(t) = (1 \pm \varepsilon/2)y_1$ does not hold. We now have, similarly to above, $y_1 = (1 \pm \varepsilon/2)g(f^{(i)})$ for any $t_1 \leq t < t_2$, and $y_2 = (1 \pm \varepsilon/8)g(f^{(i)})$.

The same reasoning can be applied inductively for $A_3$, for any $r \in [\lambda]$, to get that (provided $\varepsilon/8$-strong $g$-tracking holds for $A_3$) at any given time, the current output we provide to the adversary $y_r$ is within a $(1 \pm \varepsilon)$-multiplicative factor of the correct output for any of the time steps $t = t_p, t_p + 1, \ldots, \min\{t_p + 1, m\}$. Taking a union bound, we get that with probability at least $1 - \delta$, all instances provide $\varepsilon/8$-tracking (each for its respective fixed sequence), yielding the desired $(1 \pm \varepsilon)$-approximation of our algorithm.

It remains to verify that this strategy will succeed in handling all $m$ elements of the stream (and will not exhaust its pool of algorithm instances before then). Indeed, this follows immediately from Lemma 2.2 applied with $\bar{u} = (g(f^{(0)}), \ldots, g(f^{(m)})), v = (g(f^{(0)}), A_1(1), \ldots, A_t(t), A_{t+1}, \ldots, A_2(t_1+1), \ldots, A_2(t_2), \ldots)$, and $\bar{w}$ being the output of our algorithm $A$ provides $(y_0 = g(f^{(0)}))$ until time $t_1 - 1$, then $y_1$ until $t_2 - 1$, and so on. Observe that indeed $\bar{w}$ was generated from $v$ exactly as described in the statement of Lemma 2.2.

2.3 The Computation Paths Technique

With our sketch switching technique, we showed that maintaining multiple instances of a non-robust algorithm to estimate a function $g$, and switching between them when the rounded output changes, is a recipe for a robust algorithm to estimate $g$. We next provide another recipe, which keeps only one instance, whose success probability for any fixed stream is very high; it relies on the fact that if the flip number is small, then the total number of fixed streams that we should need to handle is also relatively small, and we will be able to union bound over all of them. Specifically, we show that any non-robust algorithm for a function with bounded flip number can be modified into an adversarially robust one by setting the failure probability $\delta$ small enough.

**Lemma 2.6 (Computation Paths).** Fix $g : \mathbb{R}^n \to \mathbb{R}$ and suppose that the output of $g$ uses $\log T$ bits of precision. Let $A$ be a streaming algorithm that for any $x, \varepsilon, \delta > 0$ satisfies the $(\varepsilon, \delta)$-strong $g$-tracking property on the frequency vectors $f^{(1)}, \ldots, f^{(m)}$ of any particular fixed stream. Then there is a streaming algorithm $A'$ satisfying the following.

1. $A'$ is an adversarially robust algorithm for $(1 \pm \varepsilon)$-approximating $g(f^{(i)})$ in all steps $t \in [m]$, with success probability $1 - \delta$.

2. The space complexity and running time of $A'$ as above (with parameters $\varepsilon$ and $\delta$) are of the same order as the space and time of running $A$ in the static setting with parameters $\varepsilon/8$ and $\delta_0 = \delta/\binom{n}{\lambda}T^{O(\lambda)}$, where $\lambda = \lambda_{\varepsilon, \delta_n}(g)$.

**Proof.** The algorithm $A'$ that we construct runs by emulating $A$ with the above parameters, and assuming that the output sequence of the emulated $A$ up to the current time $t = v_0, \ldots, v_t$, it generates $v_t$ in exactly the way described in Lemma 2.2: set $w_0 = v_0$, and for any $i > 0$, if $w_{i-1} \in (1 \pm \varepsilon/2)v_0$ then $v_i = w_i - 1, \ldots$ and $v_i = v_i$. The output provided to the adversary at time $t$ would then be $w_t$.

As in the proof of Lemma 2.5, we may assume the adversary to be deterministic. This means, in particular, that the output sequence we provide to the adversary fully determines its stream of updates $(a_1, \Delta_1), \ldots, (a_m, \Delta_m)$. Take $\lambda = \lambda_{\varepsilon, \delta_n}(g)$. Consider the collection of all possible output sequences (with log $T$ bits of precision) whose 0-flip number is at most $\lambda$, and note that the number of such sequences is at most $\left(\binom{n}{\lambda}\right)^{T^{O(\lambda)}}$. Each output sequence as above uniquely determines a corresponding stream of updates for the deterministic adversary; let $S$ be the collection of all such streams.

Pick $\delta_0 = \delta/|S|$. Taking a union bound, we conclude that with probability $1 - \delta$, $A$ (instantiated with parameters $\varepsilon/8$ and $\delta_0$) provides an $\varepsilon/8$-strong $g$-tracking guarantee for all streams in $S$. We fix the randomness of $A$, and assume this event holds.

At this point, the randomness of both parties has been revealed, which determines an output sequence $v_0, \ldots, v_m$ for the emulated $A$ and the edited output, $w_0, \ldots, w_m$, that our algorithm $A'$ provided to the adversary. The proof now follows by induction over the number $t$ of stream updates that have been seen. The inductive step is the following:

1. The sequence of outputs that the emulated algorithm $A$ generates in response to the stream updates up to time $t$, $v_0, \ldots, v_t$, is a $(1 \pm \varepsilon/8)$-approximation of $g$ over the stream up to that time.

2. The sequence of outputs that the adversary receives from $A'$ until time $t$, $(w_0, \ldots, w_t)$, has 0-flip number at most $\lambda$ (and is a prefix of a sequence in $S$).

The base case, $t = 0$, is obvious; and the induction step follows immediately from Lemma 2.2.
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