ABSTRACT

Strongly consistent distributed systems are easy to reason about but face fundamental limitations in availability and performance. Weakly consistent systems can be implemented with very high performance but place a burden on the application developer to reason about complex interleavings of execution. Invariant confluence provides a formal framework for understanding when we can get the best of both worlds. An invariant confluent object can be efficiently replicated with no coordination needed to preserve its invariants. However, actually determining whether or not an object is invariant confluent is challenging.

In this paper, we establish conditions under which a commonly used sufficient condition for invariant confluence is both necessary and sufficient, and we use this condition to design a general-purpose interactive invariant confluence decision procedure. We then take a step beyond invariant confluence and introduce a generalization of invariant confluence, called segmented invariant confluence, that allows us to replicate non-invariant confluent objects with a small amount of coordination. We implement these formalisms in a prototype called Lucy and find that our decision procedures efficiently handle common real-world workloads including foreign keys, escrow transactions, and more.

1. INTRODUCTION

When an application designer decides to replicate a piece of data, they have to make a fundamental choice between weak and strong consistency. Replicating the data with strong consistency using a technique like distributed transactions [7] or state machine replication [14] makes the application designer’s life very easy. To the developer, a strongly consistent system behaves exactly like a single-threaded system running on a single node, so reasoning about the behavior of the system is simple [12]. Unfortunately, strong consistency is at odds with performance. The CAP theorem and PACELC theorem tell us that strongly consistent systems suffer from higher latency at best and unavailability at worst [9, 1]. On the other hand, weak consistency models like eventual consistency [24], PRAM consistency [17], causal consistency [2], and others [19, 20] allow data to be replicated with high availability and low latency, but they put a tremendous burden on the application designer to reason about the complex interleavings of operations that are allowed by these weak consistency models. In particular, weak consistency models strip an application developer of one of the earliest and most effective tools that is used to reason about the execution of programs: application invariants [13, 5] such as database integrity constraints [11]. Even if every transaction executing in a weakly consistent system individually maintains an application invariant, the system as a whole can produce invariant-violating states.

Is it possible for us to have our strongly consistent cake and eat it with high availability too? Can we replicate a piece of data with weak consistency but still ensure that its invariants are maintained? Yes... sometimes. Baiis et al. introduced the notion of invariant confluence as a necessary and sufficient condition for when invariants can be maintained over replicated data without the need for any coordination [3]. If an object is invariant confluent with respect to an invariant, we can replicate it with the performance benefits of weak consistency and (some of) the correctness benefits of strong consistency.

Unfortunately, to date, the task of identifying whether or not an object actually is invariant confluent has remained an exercise in human proof generation. Baiis et al. manually categorized a set of common objects, transactions, and invariants (e.g., foreign key constraints on relations, linear constraints on integers) as invariant confluent or not. Hand-written proofs of this sort are unreasonable to expect from programmers. Ideally we would have a general-purpose program that could automatically determine invariant confluence for us. The first main thrust of this paper is to make invariant confluence checkable: to design a general-purpose invariant confluence decision procedure, and implement it in an interactive system.

Unfortunately, designing such a general-purpose decision procedure is impossible because determining the invariant confluence of an object is undecidable in general. Still, we can develop a decision procedure that works well in the common case. For example, many prior efforts have developed decision procedures for invariant closure, a sufficient (but not necessary) condition for invariant confluence [16, 15]. The existing approaches check whether an object is invari-
satisfies the invariant (i.e., a subset of merges two states into one. A states and a binary merge operator coordination, but to avoid state divergence, servers periodically maintain the invariant. Servers execute transactions without replicated across a set of servers. Clients send transactions objects in which a distributed object and an invariant are together [3]. In this section, we make this informal notion of different replicas being concurrently modified or merged is guaranteed to satisfy the invariant despite the possibility with respect to an invariant if every replica of the object.

2. INVARIANT CONFLUENCE

Informally, a replicated object is invariant confluent with respect to an invariant if every replica of the object is guaranteed to satisfy the invariant despite the possibility of different replicas being concurrently modified or merged together [3]. In this section, we make this informal notion of invariant confluence precise.

We begin by introducing our system model of replicated objects in which a distributed object and an invariant are replicated across a set of servers. Clients send transactions to servers, and servers execute transactions so long as they maintain the invariant. Servers execute transactions without coordination, but to avoid state divergence, servers periodically gossip with one another and merge their replicas.

2.1 System Model

A distributed object \( O = (S, \mu) \) consists of a set \( S \) of states and a binary merge operator \( \mu : S \times S \rightarrow S \) that merges two states into one. A transaction \( t : S \rightarrow S \) is a function that maps one state to another. An invariant \( I \) is a subset of \( S \). Notationally, we write \( I(s) \) to denote that \( s \) satisfies the invariant (i.e., \( s \in I \)) and \( \neg I(s) \) to denote that \( s \) does not satisfy the invariant (i.e., \( s \notin I \)).

Example 1. \( O = (\mathbb{Z}, \text{max}) \) is a distributed object consisting of integers merged by the max function; \( t(x) = x + 1 \) is a transaction that adds one to a state; and \( \{ x \in \mathbb{Z} \mid x \geq 0 \} \) is the invariant that states \( x \) are non-negative.

In our system model, a distributed object \( O \) is replicated across a set \( p_1, \ldots, p_n \) of \( n \) servers. Each server \( p_i \) manages a replica \( s_i \in S \) of the object. Every server begins with a start state \( s_0 \in S \), a fixed set \( T \) of transactions, and an invariant \( I \). Servers repeatedly perform one of two actions.

First, a client can contact a server \( p_i \) and request that it execute a transaction \( t \in T \). \( p_i \) speculatively executes \( t \), transitioning from state \( s_t \) to state \( t(s_t) \). If \( t(s_i) \) satisfies the invariant—i.e., \( I(t(s_i)) \)—then \( p_i \) commits the transaction and remains in state \( t(s_i) \). Otherwise, \( p_i \) aborts the transaction and reverts to state \( s_t \).

Second, a server \( p_i \) can send its state \( s_t \) to another server \( p_j \) with state \( s_j \), causing \( p_j \) to transition from state \( s_j \) to state \( s_j \cup s_t \). Servers periodically merge states with one another in order to keep their states loosely synchronized. Note that unlike with transactions, servers cannot abort a merge; server \( p_j \) must transition from \( s_j \) to \( s_j \cup s_t \) whether or not \( s_j \cup s_t \) satisfies the invariant.

Informally, \( O \) is invariant confluent with respect to \( s_0 \), \( T \), and \( I \), abbreviated \((s_0, T, I)\)-confluent, if every replica \( s_1, \ldots, s_n \) is guaranteed to always satisfy the invariant \( I \) in every possible execution of the system.

2.2 Expression-Based Formalism

To define invariant confluence formally, we represent a state produced by a system execution as a simple expression generated by the grammar

\[
e ::= s \mid t(e) \mid e_1 \cup e_2
\]

where \( s \) represents a state in \( S \) and \( t \) represents a transaction in \( T \). As an example, consider the system execution in Figure 1a in which a distributed object is replicated across servers \( p_1 \), \( p_2 \), and \( p_3 \). Server \( p_3 \) begins with state \( s_0 \), transitions to state \( s_2 \) by executing transaction \( u \), transitions to state \( s_6 \) by executing transaction \( w \), and then transitions to state \( s_7 \) by merging with server \( p_1 \). Similarly, server \( p_1 \) ends up with state \( s_8 \) after executing transactions \( t \) and \( v \) and merging with server \( p_2 \). In Figure 1b, we see the abstract syntax tree of the corresponding expression for state \( s_7 \).

![Figure 1: A system execution and corresponding expression](image-url)
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We say an object O = (S, \(\sqcup\)) is invariant closed with 
respect to an invariant I, abbreviated I-closed, if invariant 
satisfying states are closed under merge. That is, for every 
state s_1, s_2 \in S, if I(s_1) and I(s_2), then I(s_1 \sqcup s_2).

Theorem 1. Given an object O = (S, \(\sqcup\)), a start state 
s_0 \in S, a set of transactions T, and an invariant I, if I(s_0) and 
if O is I-closed, then O is (s_0, T, I)-confluent.

Theorem 1 states that invariant closure is sufficient for 
inv. Intuitively, our system model ensures that 
transaction execution preserves the invariant, so if merging 
states also preserves the invariant and if our start state 
satisfies the invariant, then inductively it is impossible for 
us to reach a state that doesn’t satisfy the invariant.

This is good news because checking if an object is invariant 
closed is more straightforward than checking if it is invariant 
confluent. Existing systems typically use an SMT solver like 
Z3 to check if an object is invariant closed [8, 4, 10]. If it is, 
then by Theorem 1, it is invariant confluent. Unfortunately, 
inv. closure is not necessary for invariant confluence, 
so if an object is not invariant closed, these systems cannot 
conclude that the object is not invariant confluent. The 
reason why invariant closure is not necessary for invariant 
confluence is best explained through an example.

Example 2. Let O = (\(\mathbb{Z} \times \mathbb{Z}, \sqcup\)) consist of pairs (x, y) of 
integers where \((x_1, y_1) \sqcup (x_2, y_2) = (\max(x_1, x_2), \max(y_1, y_2))\). Our start state s_0 \in \mathbb{Z} \times \mathbb{Z} = (0, 0). Our set T 
of transactions consists of two transactions: \(t_{x+1}(x, y) = (x + 1, y)\) which 
increments x and \(t_{y-1}(x, y) = (x, y - 1)\) which decrements y. 
Our invariant I = \{(x, y) \in \mathbb{Z} \times \mathbb{Z} \mid xy \leq 0\} consists of all 
points (x, y) where the product of x and y is non-positive.
The invariant and the set of reachable states are illustrated in Figure 2 in which we draw each state (x, y) as a 
point in space. The invariant consists of the second and 
fourth quadrant, while the reachable states consist only of 
the fourth quadrant. From this, it is immediate that the 
reachable states are a subset of the invariant, so O is 
invariant confluent. However, letting s_1 = (-1, 1) and 
s_2 = (1, -1), we see that O is not invariant closed. I(s_1) and 
I(s_2), but letting s_3 = s_1 \sqcup s_2 = (1, 1), we see ¬I(s_3).

In Example 2, s_1 and s_2 witness the fact that O is not 
invariant closed, but s_1 is not reachable. This is not particular to 
Example 2. In fact, it is fundamentally the reason 
why invariant closure is not equivalent to invariant confluence. 
Invariant confluence is, at its core, a property of reachable 
states, but invariant closure is completely ignorant of reachability. As a result, invariant-satisfying yet unreachable 
states like s_1 are the key hurdle preventing invariant 
satisfaction from being equivalent to invariant confluence. 
This is formalized by Theorem 2.

Theorem 2. Consider an object O = (S, \(\sqcup\)), a start state 
s_0 \in S, a set of transactions T, and an invariant I. If the 
inv. is a subset of the reachable states (i.e. I \subseteq \{s \in S \mid \text{reachable}_{(s_0, T, I)}(s)\}), then 

\(I(s_0)\) and O is I-closed \iff O is (\(s_0, T, I\))-confluent.

The forward direction of Theorem 2 follows immediately 
from Theorem 1. The backward direction holds because any 
two invariant satisfying states s_1 and s_2 must be reachable 
(by assumption), so their join s_1 \sqcup s_2 is also reachable. And 
because O is (\(s_0, T, I\))-confluent, all reachable points, including 
s_1 \sqcup s_2, satisfy the invariant.

4. INTERACTIVE DECISION PROCEDURE

Theorem 2 tells us that if all invariant satisfying points are 
reachable, then invariant closure and invariant confluence 
are equivalent. In this section, we present the interactive 
inv. confluence decision procedure shown in Algorithm 1, 
that takes advantage of this result.

A user provides Algorithm 1 with an object O = (S, \(\sqcup\)), a 
start state s_0, a set of transactions T, and an invariant I. 
The user then interacts with Algorithm 1 to iteratively eliminate 
unreachable states from the invariant. Meanwhile, the 
algorithm leverages an invariant closure decision procedure to 
either (a) conclude that O is or is not (\(s_0, T, I\))-confluent.
or (b) provide counterexamples to the user to help them eliminate unreachable states. After all unreachable states have been eliminated from the invariant, Theorem 2 allows us to reduce the problem of invariant confluence directly to the problem of invariant closure, and the algorithm terminates. We now describe Algorithm 1 in detail. An example of how to use Algorithm 1 on Example 2 is given in Figure 3.

Algorithm 1 Interactive invariant confluence decision procedure

// Return if O is (s₀, T, I)-confluent.
function IsInvConfluent(O, s₀, T, I)
return I(s₀) and Helper(O, s₀, T, I, {s₀}, ∅)

// R is a set of (s₀, T, I)-reachable states.
// NR is a set of (s₀, T, I)-unreachable states.
// I(s₀) is a precondition.
function Helper(O, s₀, T, I, R, NR)
    closed, s₁, s₂ ← IsIClosed(O, I – NR)
    if closed then return true
    Augment R, NR with random search and user input
    if s₁, s₂ ∉ R then return false
    return Helper(O, s₀, T, I, R, NR)

5. SEGMENTED INVARIANT CONFLUENCE

If a distributed object is invariant confluent, then the object can be replicated without the need for any form of coordination to maintain the object’s invariant. But what if the object is not invariant confluent? In this section, we present a generalization of invariant confluence called segmented invariant confluence that can be used to maintain the invariants of non-invariant confluent objects, requiring only a small amount of coordination.

The main idea behind segmented invariant confluence is to segment the state space into a number of segments and restrict the set of allowable transactions within each segment in such a way that the object is invariant confluent within each segment (even though it may not be globally invariant confluent). Then, servers can run coordination-free within a segment and need only coordinate when transitioning from one segment to another. We now formalize segmented invariant confluence, describe the system model we use to replicate segmented invariant confluent objects, and introduce a segmented invariant confluence decision procedure.

5.1 Formalism

Consider a distributed object O = (S, U), a start state s₀ ∈ S, a set of transitions T, and an invariant I. A segmentation Σ = (I₁, T₁), . . . , (Iₙ, Tₙ) is a sequence of n segments (Iᵢ, Tᵢ) where every Tᵢ is a subset of T and every Iᵢ ⊆ S is an invariant. Note that Σ is a sequence, not a set. The reason for this will become clear in the next subsection. O is segmented invariant confluent with respect to s₀, T, I, and Σ, abbreviated (s₀, T, I, Σ)-confluent, if the following conditions hold:

- The start state satisfies the invariant (i.e. I(s₀)).
- I is covered by the invariants in Σ (i.e. I = ∪ᵢ₌₁ⁿ Iᵢ). Note that invariants in Σ do not have to be disjoint. That is, they do not have to partition I; they just have to cover I.
- O is invariant confluent within each segment. That is, for every (Iᵢ, Tᵢ) ∈ Σ and for every state s ∈ Iᵢ, O is (s, Tᵢ, Iᵢ)-confluent.
Example 3. Consider again the object $O = (Z \times Z, \cup)$, transactions $T = \{t_{x,y-1}\}$, and invariant $I = \{(x,y) | xy \leq 0\}$ from Example 2, but now let the start state $s_0$ be $(-42,42)$. $O$ is not $(s_0,T,I)$-confluent because the points $(0,42)$ and $(42,0)$ are reachable, and merging these points yields $(42,42)$ which violates the invariant. However, $O$ is $(s_0,T,I,\Sigma)$-confluent for $\Sigma = \{I_1, T_1\}, \{I_2, T_2\}, \{I_3, T_3\}, \{I_4, T_4\}$ where

$I_1 = \{(x,y) | x < 0, y > 0\}$  
$I_2 = \{(x,y) | x \geq 0, y \leq 0\}$  
$I_3 = \{(x,y) | x = 0\}$  
$I_4 = \{(x,y) | y = 0\}$  

$T_1 = \{t_{x+1,y-1}\}$  
$T_2 = \{t_{x+1,y-1}\}$  
$T_3 = \{t_{y-1}\}$  
$T_4 = \{t_{x+1}\}$

$\Sigma$ is illustrated in Figure 4. Clearly, $s_0$ satisfies the invariant, and $I_1, I_2, I_3, I_4$ cover $I$. Moreover, for every $(I_i, T_i) \in \Sigma$, we see that $O$ is $I_i$-closed, so $O$ is $(s,T,I)$-confluent for every $s \in I_i$. Thus, $O$ is $(s_0,T,I,\Sigma)$-confluent.

Figure 4: An illustration of Example 3

5.2 System Model

Now, we describe the system model used to replicate a segmented invariant confluent object without any coordination within a segment and with only a small amount of coordination when transitioning between segments. As before, we replicate an object $O$ across a set $p_1, \ldots, p_n$ of $n$ servers each of which manages a replica $s_i \in S$ of the object. Every server begins with $s_0$, $T$, $I$, and $\Sigma$. Moreover, at any given point in time, a server designates one of the segments in $\Sigma$ as its active segment. Initially, every server chooses the first segment $(I_i, T_i) \in \Sigma$ such that $I_i(s_0)$ to be its active segment. We’ll see momentarily the significance of the active segment.

As before, servers repeatedly perform one of two actions: execute a transaction or merge states with another server. Merging states in the segmented invariant confluence system model is identical to merging states in the invariant confluence system model. A server $p_i$ sends its state $s_i$ to another server $p_j$ which must merge $s_i$ into its state $s_j$. Transaction execution in the new system model, on the other hand, is more involved. Consider a server $s_i$ with active segment $(I_i, T_i)$. A client can request that $p_i$ execute a transaction $t$. We consider what happens when $t \in T_i$ and when $t \notin T_i$. If $t \notin T_i$, then $p_i$ initiates a round of global coordination to execute $t$. During global coordination, every server temporarily stops processing transactions and transitions to state $s = s_1 \cup \ldots \cup s_n$, the join of every server’s state. Then, every server speculatively executes $t$ transitioning to state $t(s)$. If $t(s)$ violates the invariant (i.e. $\neg I(t(s))$), then every server aborts $t$ and reverts to state $s$. Then, $p_i$ replies to the client. If $t(s)$ satisfies the invariant (i.e. $I(t(s))$), then every server commits $t$ and remains in state $t(s)$. Every server
then chooses the first segment \((I_1, T_1) \in \Sigma\) such that \(I_1(t(s))\) to be the new active segment. Note that such a segment is guaranteed to exist because the segment invariants cover \(I\). Moreover, \(\Sigma\) is ordered, as described in the previous subsection, so every server will deterministically pick the same active segment. In fact, an invariant of the system model is that at any given point of normal processing, every server has the same active segment.

Otherwise, if \(t \in T_s\), then \(p_i\) executes \(t\) immediately and without coordination. If \(t(s_i)\) satisfies the active invariant (i.e. \(I_1(t(s_i))\)), then \(p_i\) commits \(t\), stays in state \(s(t_1)\), and replies to the client. If \(t(s_i)\) violates the global invariant (i.e. \(\neg I(t(s_i))\)), then \(p_i\) aborts \(t\), reverts to state \(s_i\), and replies to the client. If \(t(s_i)\) satisfies the global invariant but violates the active invariant (i.e. \(I(t(s_i))\) but \(\neg I_1(t(s_i))\)), then \(p_i\) reverts to state \(s_i\) and initiates a round of global coordination to execute \(t\), as described in the previous paragraph.

This system model guarantees that all replicas of a segmented invariant confluence object always satisfy the invariant. All servers begin in the same initial state and with the same active segment. Thus, because \(O\) is invariant confluence with respect to every segment, servers can execute transactions within the active segment without any coordination and guarantee that the invariant is never violated. Any operation that would violate the assumptions of the invariant confluence system model (e.g. executing a transaction that's not permitted in the active segment or executing a permitted transaction that leads to a state outside the active segment) triggers a global coordination. Globally coordinated transactions are only executed if they maintain the invariant. Moreover, if a globally coordinated transaction leads to another segment, the coordination ensures that all servers begin in the same start state and with the same active segment, reestablishing the assumptions of the invariant confluence system model.

### 5.3 Interactive Decision Procedure

In order for us to determine whether or not an object \(O\) is \((s_0, T, I, \Sigma)\)-confluent, we have to determine whether or not \(O\) is invariant confluent within each segment \((I_1, T_1) \in \Sigma\). That is, we have to determine if \(O\) is \((s, T, I)\)-confluent for every state \(s \in I_1\). Ideally, we could leverage Algorithm 1, invoking it once per segment. Unfortunately, Algorithm 1 can only be used to determine if \(O\) is \((s, T, I)\)-confluent for a particular state \(s \in I_1\), not for every state \(s \in I_1\). Thus, we would have to invoke Algorithm 1 \(|I_1|\) times for every segment \((I_1, T_1)\), which is clearly infeasible given that \(I_1\) can be large or even infinite.

Instead, we develop a new decision procedure that can be used to determine if an object is \((s, T, I)\)-confluent for every state \(s \in I\). To do so, we need to extend the notion of reachability to a notion of coreachability and then generalize Theorem 2. Two states \(s_1, s_2 \in I\) are coreachable with respect to a set of transactions \(T\) and an invariant \(I\), abbreviated \((T, I)\)-coreachable, if there exists some state \(s_0 \in I\) such that \(s_1\) and \(s_2\) are both \((s_0, T, I)\)-reachable.

**Theorem 3.** Consider an object \(O = (S, \Sigma)\), a set of transactions \(T\), and an invariant \(I\). If every pair of states in the invariant are \((T, I)\)-coreachable, then

\[ O \text{ is } I\text{-closed} \iff O \text{ is } (s, T, I)\text{-confluent for every } s \in I.\]

The proof of the forward direction is exactly the same as the proof of Theorem 1. Transactions always maintain the invariant, so if merge does as well, then every reachable state must satisfy the invariant. For the reverse direction, consider two arbitrary states \(s_1, s_2 \in I\). The two points are \((T, I)\)-coreachable, so there exists some state \(s_0\) from which they can be reached. \(O\) is \((s_0, T, I)\)-confluent and \(s_1 \sqcup s_2\) is \((s_0, T, I)\)-reachable, so it satisfies the invariant.

Using Theorem 3, we develop Algorithm 2: a natural generalization of Algorithm 1. Algorithm 1 iteratively refines the set of reachable states whereas Algorithm 2 iteratively refines the set of coreachable states, but otherwise, the core of the two algorithms is the same. Now, a segmented invariant confluence decision procedure, can simply invoke Algorithm 2 once on each segment.

**Example 4.** Let \(O = \mathbb{Z}^2 \times \mathbb{Z}^2, \Sigma\) be an object that separately keeps positive and negative integer counts (dubbed a PN-Counter [23]), replicated on three machines. Every state \(s = (p_1, p_2, p_3)\), \((n_1, n_2, n_3)\) represents the integer \((p_1 + p_2 + p_3) - (n_1 + n_2 + n_3)\). To increment or decrement the counter, the \(i\)th server increments \(p_i\) or \(n_i\), respectively, and \(\sqcup\) computes an element-wise maximum. Our start state \(s_0 = (0, 0, 0); our set T of transactions consists of increment and decrement; and our invariant \(I\) is that the value of \(s\) is non-negative.

Applying Algorithm 1, IsIClosed returns false with the states \(s_1 = (1, 0, 0), (0, 1, 0)\) and \(s_2 = (1, 0, 0), (0, 1, 0)\). Both are reachable, so \(O\) is not \((s_0, T, I)\)-confluent and Algorithm 1 returns false. The culprit is concurrent decrements, which we can forbid in a simple one-segment segmentation \(\Sigma = (I, T^+)\) where \(T^+\) consists only of increment transactions. Applying Algorithm 2, IsIClosed again returns false with the same states \(s_1\) and \(s_2\). This time, however, the user recognizes that the two states are not \((T^+, I)\)-coreachable. The user refines \(NR\) with the observation that two states are coreachable if and only if they have the same values of \(n_1, n_2, n_3\). After this, IsIClosed (and thus Helper) returns true, and Algorithm 2 terminates.

### 6. EVALUATION

In this section, we describe and evaluate Lucy: a prototype implementation of our decision procedures and system models. A more complete evaluation can be found in [25]. Lucy includes a Python implementation of the interactive decision procedures described in Algorithm 1 and Algorithm 2. Users specify objects, transactions, invariants, and segmentations in Python. Lucy also includes a C++
implementation of the invariant confluence and segmented invariant confluence system models.

We now evaluate the practicality and efficiency of our decision procedure prototypes. Specifically, we show that specifying objects is not too onerous and that our decision procedures’ latencies are small enough to be used comfortably in an interactive way [18].

**Example 5** (Foreign Keys). A 2P-Set \( X = (A_X, R_X) \) is a set CRDT composed of a set of additions \( A_X \) and a set of removals \( R_X \) [23]. We view the state of the set \( X \) as the difference \( A_X - R_X \) of the addition and removal sets. To add an element \( x \) to the set, we add \( x \) to \( A_X \). Similarly, to remove \( x \) from the set, we add it to \( R_X \). The merge of two 2P-sets is a pairwise union (i.e. \( (A_X, R_X) \cup (A_Y, R_Y) = (A_X \cup A_Y, R_X \cup R_Y) \)).

We can use 2P-sets to model a simple relational database with foreign key constraints. Let object \( O = (X, Y) = ((A_X, R_X), (A_Y, R_Y)) \) consist of a pair of two 2P-Sets \( X \) and \( Y \), which we view as relations. Our invariant \( X \subseteq Y \) (i.e. \( (A_X - R_X) \subseteq (A_Y - R_Y) \)) models a foreign key constraint from \( X \) to \( Y \). We ran our decision procedure on the object with initial state \((\emptyset, \emptyset), (\emptyset, \emptyset))\) and with transactions that allow arbitrary insertions and deletions into \( X \) and \( Y \). After less than a tenth of a second, the decision procedure produced a reachable counterexample witnessing the fact that the object is not invariant confluent. A concurrent insertion into \( X \) and deletion from \( Y \) can lead to a state that violates the invariant. This object is not invariant confluent and therefore not invariant closed. Thus, existing systems that depend on invariant closure as a sufficient condition are unable to conclude definitively that the object is not invariant confluent.

We also reran the decision procedure, but this time with insertions into \( X \) and deletions from \( Y \) disallowed. In less than a tenth of a second, the decision procedure correctly deduced that the object is now invariant confluent. These results were manually proven in [3], but our tool was able to confirm them automatically in a negligible amount of time.

**Example 6** (Escrow Transactions). Escrow transactions are a concurrency control technique that allows a database to execute transactions that increment and decrement numeric values with more concurrency than is otherwise possible with general-purpose techniques like two-phase locking [21]. The main idea is that a portion of the numeric value is put in escrow, after which a transaction can freely decrement the value so long as it is not decremented by more than the amount that has been escrowed. We show how segmented invariant confluence can be used to implement escrow transactions.

Consider again the PN-Counter \( s = (p_1, p_2, p_3), (n_1, n_2, n_3) \) from Example 4 replicated on three servers with transactions to increment and decrement the PN-Counter. In Example 4, we found that concurrent decrements violate invariant confluence which led us to a segmentation which prohibited concurrent decrements. We now propose a new segmentation with escrow amount \( k \) that will allow us to perform concurrent decrements that respect the escrowed value.

The first segment \((\{(p_1, p_2, p_3), (n_1, n_2, n_3) \} | p_1, p_2, p_3 \geq k \land n_1, n_2, n_3 \leq k \})\) allows for concurrent increments and decrements so long as every \( p_i \geq k \) and every \( n_i \leq k \). Intuitively, this segment represents the situation in which every server has escrowed a value of \( k \). Each server can decrement freely, so long as they don’t exceed their escrow budget of \( k \). The second segment is the one presented in Example 4 which prohibits concurrent decrements. We ran our decision procedure on this example and it concluded that it was segmented invariant confluent in less than a tenth of a second and without any human interaction.

**Further Decision Procedure Evaluation.** In [25], we also specify workloads involving Example 1, an auction application, and TPC-C. Lucy processes all of these workloads, as well as the workloads described above, in less than half a second, and no workload requires more than 66 lines of Python code to specify. This shows that the user burden of specification is not too high and that our decision procedures are efficient enough for interactive use.

**System Model Evaluation.** In addition to our decision procedures, we also evaluate the performance of distributed objects deployed with segmented invariant confluence [25]. Namely, we show that segmented invariant confluence replication can achieve an order of magnitude higher throughput compared to linearizable replication, but the throughput improvements decrease as we increase the fraction of transactions that require coordination. For example, with 5% coordinating transactions, segmented invariant confluence replication performs over an order of magnitude better than linearizable replication; with 50%, it performs as well; and with 100%, it performs two times worse.

7. RELATED WORK

RedBlue consistency [16], is a consistency model that sits between causal consistency and linearity. In [16], Li et al. introduce invariant safety as a sufficient (but not necessary) condition for RedBlue consistent objects to be invariant confluent. Invariant safety is an analog of invariant closure. In [15], Li et al. develop sophisticated techniques for deciding invariant safety that involve calculating weakest preconditions. These techniques are complementary to our work and can be used to improve the invariant closure subroutine used by our decision procedures.

The homeostasis protocol [22], a generalization of the demarcation protocol [6], uses program analysis to avoid unnecessary coordination between servers in a sharded database (whereas invariant confluence targets replicated databases).

Explicit consistency [5] is a consistency model that combines invariant confluence and causal consistency, similar to RedBlue consistency with invariant safety. Balegas et al. also describe a variety of techniques—like conflict resolution, locking, and escrow transactions [21]—that can be used to replicate workloads that do not meet their sufficient conditions. Segmented invariant confluence is a formalism that can be used to model simple forms of these techniques.

In [10], Gotsman et al. discuss a hybrid token based consistency model that generalizes a family of consistency models including causal consistency, sequential consistency, and RedBlue consistency. The token based approach allows users to specify certain conflicts that are not possible with segmented invariant confluence. However, segmented invariant confluence also introduces the notion of invariant segmentation, which cannot be emulated with the token based approach. For example, it is difficult to emulate escrow transactions with the token based approach.
8. CONCLUSION

This paper revolved around two major contributions. First, we found that invariant closure fails to incorporate a notion of reachability, and using this intuition, we developed conditions under which invariant closure and invariant confluence are equivalent. We implemented this insight in an interactive invariant confluence decision procedure that automatically checks whether an object is invariant confluent, with the assistance of a programmer. Second, we proposed a generalization of invariant confluence, segmented invariant confluence, that can be used to replicate non-invariant confluent objects with a small amount of coordination while still preserving their invariants.
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