1. SUMMARY

In March 2017, PIs and co-PIs funded through the NSF BIGDATA program were brought together along with selected industry and government invitees to discuss current research, identify current challenges, discuss promising future directions, foster new collaborations, and share accomplishments, at BDPI-2017. Given that two recent NITRD [2] and NSF [1] meeting reports contained a set of recommendations, grand challenges, and high impact priorities for Big Data, the organizers of this meeting shifted the focus of the breakout sessions to discuss problems and available data sets that exist in five application domains – policy, health, education, economy & finance, and environment & energy. These domains were selected based on a survey of the PIs/co-PIs and should not be interpreted as being more important than others. Slides that were presented by the different breakout group leaders are available at https://www.bi.vt.edu/nsf-big-data/. We hope this report will serve as a blueprint for promising big data research in five application domains.

2. COMMON BIG DATA RESEARCH CONCERNS AND CHALLENGES

While a number of unique domain-specific challenges were identified, some broader concerns were repeatedly mentioned across the breakout groups. Here we focus on two of them that have a large impact on advancing big data research more broadly.

Concern 1:

How can successful multidisciplinary collaborations be facilitated given the potential misalignment in training, perspectives, and research goals?
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The ramp-up time for interdisciplinary research can be substantial. There are discipline-specific language barriers that need to be overcome. Researchers from different disciplines need to teach each other about their domain, methods, etc. They all also need to have an interest in advancing research in other disciplines – too often domain experts are viewed as clients and computer scientists and statisticians are viewed as programmers and data janitors. In reality, they are all researchers who need to view each other’s disciplines as equal – otherwise the research partnership is doomed from the start.

Recommendations:

1. Allow awards to include time for interdisciplinary training of team members during year one. In other words, require new collaborations to develop training lectures that can be shared on project websites as an outcome.
2. Require students across disciplines to be supported on interdisciplinary grants to promote interdisciplinary thought and training of students. This will help alleviate some training mismatches for the next generation of researchers.
3. Develop workshops that can be disseminated through Hubs and Spokes for successful interdisciplinary collaborations.

Concern 2:

How can we increase the availability of high quality data sets? For many of the challenging, societal-scale issues, clean, well-processed data do not exist. Collecting, transforming, labeling, and validating these data for further analyses is costly and time-consuming. However, these pre-processing steps are necessary to ensure high data quality and eventually, meaningful big data results.

Recommendations:

1. Support grants focusing on the development of pre-processing tools that can be shared and easily adapted for different domains.
2. Generate more universally accepted quality standards for big data so that researchers under-
stand the limitations of the data without wasting time going through them.

3. Develop privacy-driven pre-processing tools that identify unique records or data features that need altering or should not be shared.

4. Have calls focused on data sharing and support infrastructure costs associated with sharing. Create and maintain benchmark databases that are publicly available for research.

3. DOMAIN-SPECIFIC RESEARCH DIRECTIONS AND DATA SETS

Here we present research directions (with focus on short-term, three-year window) and available data sets identified in the breakout sessions.

3.1 Education

There have been a number of recent successes in this domain, including degree planning software for identifying early warning of poor student performance, intelligent tutoring systems, and educational analytic reporting tools. Over the next three years, promising directions include:

- Develop a sharing environment that can be used to combine and run models on restricted data that are siloed across the industry. This infrastructure should allow researchers to provide analytics, test different methods, and understand outcomes across the combined data sets. The infrastructure should be developed with student privacy as a central design tenet.

- Develop partnerships among workforce development specialists, data scientists, and education specialists to model career paths and provide recommendation software for students and adults at different stages in their career.

- Create data sets, analytics, visualizations, and learning algorithms that analyze the learning life cycle—from how teachers teach different topics to student engagement to student learning outcomes to career outcomes.

- Develop clear usage guidelines related to the confidentiality, ethical uses, and data privacy.

While the number of available data sets is limited, a few projects have anonymized and released data for use by researchers. A few datasets exist that are related to student performance and assessment on different Massive Online Open Courses (MOOC) platforms—the 2010 KDD Cup Challenge data set that contained interaction records between students and a computer-aided intelligent tutoring system for learning algebra, the 2015 KDD Cup Challenge data set that contained data about student interactions with the virtual learning environment (China’s XuetangX MOOC platform), and the Open University Learning Analytics dataset (OULAD) that contains anonymized student demographic and interaction data for over 30,000 students across 22 courses.

There are also data sets that can be used to explore research questions related to adaptive learning. Rossi and Gnawali released anonymized discussion threads from 60 Coursera MOOCs. Papousek and colleagues have released a data set related to student learning of geography facts. Finally, there is also a substantial literature that is being developed about learning analytics methodologies. SoLAR curates a data set containing these different research sources to support computational analyses, and the AFEL Data Catalog contains a collection of nonuser-centric data sets for understanding different online and social learning contexts.

3.2 Environment and Energy

Big data analytics has been successfully applied in the broad field of environment and energy, to study the air quality with a large amount of air quality sensors, for water resource management (e.g., water supply, water quality and quantity), and for smart cities (e.g., smart transportation, smart parking, smart buildings). Researchers are also studying the potential impact of climate change, environmental impact on food, building energy efficiency standards and policy, smart grid enabled by the smart meters, ecology and ecosystem management, as well as geophysics (e.g., oil and gas exploration and production, geothermal, contaminant transport, carbon sequestration, and ground water).

Over the next three years, promising directions for advancing the state of the art include:

- Develop better, large-scale visual analytics methods and tools for this domain.

- Develop hybrid analytics approaches that use cloud analytics for large, public data sets and local analytics for sensitive data sets.

- Develop approaches and tools for interfacing machine learning with scientific models.

---
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• Use available long-term data sets to demonstrate validity of different algorithms and models for understanding factors associated with consumption and needs, as well as environmental impacts.

Because much data in this domain is not linked to consumers or individuals, a number of sources exist for public data sets. Through the government’s open data initiative, researchers can get access to hundreds of agriculture-related databases and data sets including soil survey databases and maps, various food and crop databases, and local pollution data. DataRefuge has hundreds of climate, clean water, and pollution data sets. The building performance database is the largest curated database of information containing energy-related characteristics of commercial and residential buildings. The TRY database is a global archive of curated plant traits. Hundreds of long-term ecological research data sets (habitat, animal population, environmental event data, etc.) are curated as part of the LTER research network. Finally, IRIS is a research project that manages access to global earth science data, including earthquake, atmospheric, infrasonic, and hydrological data.

3.3 Health

Health is a very broad domain with application areas in precision medicine, epidemics, health care cost management, and medication therapy, to name a few. There have been a number of recent successes including over 90% of hospitals and clinics using electronic healthcare records (EHR) and the use of these data for medication surveillance, the use of mobile health for real-time interventions, and the use of analytics generated from wearable devices for improving chronic disease patient care.

Over the next three years, promising directions for advancing the state of the art include:

- Improve methodologies and scale of causal inference techniques. While we have seen a large number of advances in machine learning, for precision health, mechanistic understanding (of the relationship, interactions and contributions of different variables) is important.
- Develop methods that can be easily explained and interpreted by clinicians.
- Use EHR data for more extensive public health understanding.

- Use available data to improve patient diagnosis and identify precursors of illnesses earlier.
- As the number of mobile and wearable devices increases in this space, develop standardized ontologies for more rapid development of analytics-based healthcare outcomes.

Over the years, the federal government has helped fund a large number of studies that generated data. Many of these databases and data sets are accessible from the U.S. National Library of Medicine. This site also links to other non-federal and state data repositories. Types of data sets include: Medicare provider utilization and payment data, health care outcome databases, inpatient hospital stays of children, healthcare claims data, CDC epidemiology data sets, emergency response data, veterans data, data on aging, substance abuse, etc. The National Library of Medicine also links to the HealthData.gov initiative that provides access to healthcare data sets from different Federal agencies. The Big Cities Health Coalition maintains aggregate health data from 28 large cities including data related to opioids, obesity, and tobacco. Healthcare Cost and Utilization Project (HCUP) developed through a Federal-State-Industry partnership has the largest collection of longitudinal hospital care data in the United States. Finally, a number of bioinformatics databases have large data sets, including GenBank, a data repository of known genetic sequences, from the National Center for Biotechnology Information (NCBI) and UniProt.

3.4 Policy

Big data has a number of different roles to play with regards to policy. First, big data can be used as evidence to inform policy and decision making. These data can be used to improve accountability through generated policy. Big data algorithms and data collection methods are also candidates for regulation and new technology-related policy, e.g., privacy and ethics related to using big data for different types of inference. Some recent successes in this area include the use of satellite data by NASA to improve food security through spatio-temporal data analysis, improved response to the Nepalese earthquake using opaque building images collected by drones, and updated water management policies in the Chesapeake Bay based on climate change and pollution models.
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Over the next three years, promising directions for advancing the state of the art include:

- Develop case studies and automated detectors of potential misuse of big data to support specific policy agendas – identifying these types of scenarios and educating policy makers and the public may help reduce this form of misuse.
- Incorporate explanations of error into analyses that use big data – develop standards and techniques for sharing levels of noise, bias, missing values, etc. to enable clearer communication of big data results accompanying policy recommendations.
- Make models interpretable by policy makers so that big data can be used more readily in evidence-based policy recommendations.

Data in this domain are more scattered and very issue-specific. For example, environment, energy, economic, finance and health are all examples of domains with data that may impact policy. General population statistics, demographics, and voting data sets can be found at the Census Bureau. Some other policy issues that have available data sets include: urban policy from the Urban Center for Computation and Data (UrbanCCD), women and public policy including political participation, health, work and family, and safety from the Institute for Women’s Policy Research (IWPR), immigration, global health, and income inequality by the Organization for Economic Co-operation and Development (OECD). There are also a number of simulation data sets that can be used to influence future policy, including the SUMO simulation of urban mobility/traffic on roads.

3.5 The Economy and Finance

Big data and big data analytics have been applied in both finance and economics. Hedge funds have been using them successfully as alternative data inputs, scraping 100s of millions of websites daily. Twitter data has been used to predict a number of puts, scraping 100s of millions of websites daily. Hedge funds have been using them successfully as alternative data in both finance and economics. Twitter data has been used to predict a number of economic indicators including unemployment with mixed success. Other areas of success include: market manipulation detection by searching for anomalies in daily and tick trading stocks, financial entity profile construction from public regulatory filings (SEC, FDIC), and identification of emerging risks.

Over the next three years, promising directions for advancing the state of the art include:

- Systematic generation of synthetic data sets that are designed as a “challenge” similar to the NIST challenge.
- Manipulation detection in financial markets.
- Prediction of wider set of economic indicators.

There is no central repository for data in this domain. The NIST data challenge was mentioned above. Real time stock data is relatively easy to obtain online. Company SEC filings (over 11 million) can be obtained from the SEC search engine. Data.gov hosts a diverse collection of datasets. Finally, anonymized credit reports can be purchased through different credit companies.

4. FINAL THOUGHTS

This report has highlighted a number of immediate research directions and available data sets for five different application areas. One evident finding is that the impact of big data varies considerably depending on the domain. While important research directions exist across all the domains, this variability is partially due to the variability of curated data sets in different domains. To increase the pace of research innovation, more effort and funds need to be devoted to data curation and data plumbing. Even after data curation, much work is still needed to make big data and data science concepts more accessible to a broader community. Initiatives like the DataCore and workplace data science training are vital for broadening the community and integrating big data analysis techniques into research across domains. Finally, we as a community need to be honest about big data as a field — while we push the boundaries, we also need to explain the limitations, assumptions, and biases that may be present in different analyses and that may differ from what people in different disciplines are accustomed to. We need to pause and think about the ethical implications of using certain data sets and pause to make sure we are preserving privacy and promoting fairness when developing new methods.
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