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ABSTRACT

As part of our research into a general purpose data management sys-
tem for musical information, a major focus has been the develop-
ment of tools to support a data model for music This paper first out-
lines the various types of mformation that fall under the purview of
our proposed data manager We consider extensions to the entity-
relatonship data model to implement the notion of hserarchical ord-
ering, commonly found m musical data. We then present examples
from our schema for representing musical notation n a database,
taking advantage of these extensions

1 Introduction

Thus paper reports on research, currently in progress, on the develop-
ment of a database representation for musical information

Several research projects have recently focused on extending the
apphicability and usefulness of information management techmques and
database systems to a variety of application areas In the technical field,
these include design data such as 15 generated by VLSI (Very Large Scale
Integration) chip development and other CAD (Computer-Aided Design)
processes [SRG83] In the field of artificial intelligence, databases are
being applied to the management of ‘‘knowledge bases’’ to support deduc-
tion and inference [DeF84] In each of these cases, the data model, which
serves as the pnmary tool for describing the representation of the data, has
undergone successive extension and refinement This dissertation 15 con-
cerned with those extensions and refinements necessary to support applica-
tions that manage musical information

To begm, we pomt out certamn features of music that motivate our
research mto musical information as an mteresting data management
domain
. Musical representations, such as music notation, have complex, rich

semantics
In particular, they must convey more information than sumple lists, tables,
and spatial representations, which are the manstay of ‘‘traditional’” data-
base applications
. The complexity of musical information ts easily bounded, and there-

fore amenable to data management
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For example, cases of ambiguity which abound in natural language are
more rare (though not unknown) in music Additionally, the syntax and
semantics of representations such as common musical notation are already
reasonably well defined

. The uses of musical information are, m a sense, limited and well
understood

For our purposes, typical examples of operations on musical data are pro-
duction (eg composition and synthesis), editing, performance, and
analysis Intentionality and planning, which complicate artificial intelh-
gence problems, are considered to be outside the domain of this research

11 Orgamzation

The remainder of this paper 1s organized as follows Section 2 intro-
duces our notion of a database back end system for musical applications,
the music data manger Section 3 then presents some related research that
has supported our work m developing thus system.

In section 4, we survey the various types of information which must
be mamtamed in the music database, and existing techniques for represent-
mg this information

Section 5 descnibes our extensions to the entity-relationship data
model that allow us to represent musical information One aspect of this
model 1s that the distinction between schema mformation and musical data
1s somewhat blurred We consider this phenomenon m section 6

In section 7, we enumerate the various entity types that compose our
database schema for common musical notation (which we will define
presently) Each of several aspects of this information, including temporal,
timbral and graphical attributes, are modeled i our schema We will focus
on the temporal aspect, as an example of how the schema 1s developed.

Finally, we present our conclusions in section 8

2 The Music Data Manager

A music data manager (MDM) provides a service to other programs,
known as chents (figure 1) For example, a music typesetting program
would be a chient, as would a musical score editor, a compositional tool, or
a program which performs musicological analyses of compositions In
current applications, these programs each are required to perform their
own data management They have incompatible mternal representations
for the information they manipulate Having a single MDM manage the
musical information used by each of these clients provides certain benefits

. The considerable burden, in terms of program complexity, of
managing the data 1s no longer duplicated within every client.

. Any improvements or optumizations 1n the quality of data manage-
ment provided by the MDM accrue to all its chents Thus, optimiz-
ing one system causes improved performance in many systems

. Because all clients mamtarn their information in the same way, they
can more easily communicate with each other For example, a
music analysis program can easily process the output of a composi-
tion program, 1f both have been designed to use the same MDM

. A good data model within the MDM should allow the development

of clients that are faster to tmplement and easier to maintamn, because
the client need only mampulate a high-level musical information
abstraction



A ¥
Client Client
Editor Analyzer
Typesetter Musicologist

Figure 1 The Music Data Manager and Its Clients

The MDM must handle typical database operations, some standard,
such as concurrency control and recovery, and some particular to the musi-
cal domamn The primary extensions to tradiional database systems con-
sidered by our research pertain to the modeling of music semantics, and
the implementation of structures to support the physical realization of that
model This requires that some decisions be made a prior: as to what type
of chients will be served by the MDM The following candidates are con-
sidered

Music edstors and typesetters These systems usually manipulate a
single musical score Examples may be found in [Byr84, MaO83, Smi72]

Compositional Tools' These systems are generative they produce
music, often i both sound and graphic representations See [LoA85] for a
survey

Score Libranies These large collections of musical scores, often
containing the complete works of a given composer or era, serve as the
starting pomt for most musicological research A typical directory of these
libranies 1s found 1n [HeS86)

Music Analysis Systems© Music analysis mvolves applymg particu-
lar operations to musical data Systems that perform vanious sorts of har-
monic analyss, or those that determine melodic structure are examples
Examples may be found in {Alp80, Gro84]

3 Research Context

Because of the interdisciplinary nature of this dissertation, several
1deas are drawn from distinct bodies of research 1 both music and com-
puter science These are discussed fully in [Rub87] However, n order to
put our research 1n perspective, we bnefly outhne the related fields on
which 1t 1s based

Our starng pomnt for a data model for music 1s the entity-
relationship model [Che76], which 1n turn 1s an extension of the relational
model {Cod70] We have made use of other extensions to the relational
model which are summanzed 1 the RM/T proposal [Cod79] These exten-
stons have been considered for several apphication domains, such as statist-
ical databases [Sho82], scientific databases [SOW84], pictonal databases
[RoL85], and computer-assisted design (CAD) databases [SRG83]

At the core of our proposal is the concept of hierarchy Data models
that allow representahon of hierarchies have been proposed 1n
[Bro83,LeG78,SmS77] and implemented in systems such as GEM
[TsZ84, Zan83) and GAMBIT [BDR85]

Many of the proposals m this paper stem from research on ntegrat-
ing abstract data types mto the INGRES relational database system
[Fog82,0ng82], A proposal for incorporating user-defined aggregate
functions over abstract data types has also proven directly applicable to our
music representation problem [Han84]
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In the music domarn, this research 1s supported by previous work n
the area of music representation These include practical presentations of
music notation [Don63,Rea69], as well as more theoretical analysis of
notauonal systems [Wol77] Score representations have been explored n
the DARMS system [McL86a, McL86b), and in the composition/editing
domain under the SSSP project [BRB78-BPR81] Additionally, the field
has seen research 1n artificial intelhgence approaches to music representa-
tion [Roa79], and 1n expert systems [Ash83, Ash85] Another recently
proposed score representation [Dan86] incorporates versions and multiple
views into 1ts structure, relating to database research n version control, as
m [Kal.82]

In both the database and music domains, the 1ssue of managing tem-
poral information has received considerable attention (see [BAD82] for a
survey) This dissertation makes particular use of research in temporal
modeling [And81, ShK86] Time has also been considered specifically in
music systems [DeK85, MaM70, Pru84a] These systems are all concemed
with the representation of temporal data, such as events and processes that
transpire over time, multiple independent time lines, and virtual time

4 Musical Information

The information within the mustc manager mcorporates several dif-
ferent facets of music, which we divide roughly nto five categores,

. sound information,

. bibliographic information,

. ‘‘meta-musical’’ mformation,
. graphical information, and

. conceptual representations

Each of these types of information will be discussed i this section,
demonstrating the wide variety of types of mformation which must be
mtegrated into the musical data manager

41 Sound Representations

Obviously, one fundamental type of object which a music informa-
tion manager needs to represent 15 the sound of the music itself The sim-
plest representation of sound mn a digital computer 1s merely an array of
numbers, the result of digitizing the sound [OpS75)

Digital audio devices of professional quality typically use 16-bit
integers for each sample, and record 48,000 samples per second of sound.
This implies that ten muinutes of musical sound can be recorded with
acceptable accuracy by storing 57 6 megabytes of data

Much research in audio signal processing analyzes methods for
reducing this massive storage requirement while stull preserving the aurally
perceptible properties of the sound From an information theoretic pomnt of
view, the digiized sound stream can be compacted 1n two ways by elim-
mating redundant information from the sound stream [Wil85), and by elim-
mnating aurally imperceptible information from the sound stream [Kra79]

In contrast to random sound, or speech, music has a much greater
burden of structure over and above that detected by these signal processing
methods This structure 1s what differentiates music from sound. For
instance, rhythmic structure (¢ g a *‘beat’’) and tmbral structure (e g that
some sounds are generated by one mstrument and some by another) may
exist in musical sound Such abstractions remam hidden at this level of
representation

42 Biblographical Information

An mmportant use of music databases 15 as a reference for musicolog-
ical research  Such a reference may provide several types of information
One common reference tool 1§ the thematic index Such an index 15 an
organization of the works of a particular composer or penod, including for
each work sufficient musical (1e thematic) matenal to identify the compo-
sibon This 15 often a fragment of the melody or the key voices from the
first several measures of the composition Figure 2 shows a typical entry
m a thematic index

In additron to the thematic material that identifies the composition,
several other pieces of information are provided m a highly compressed
format These are the orchestration or setting of the composition (Beset-
zung), when and where 1t was composed, how many measures (Takte) 1t
contarns, where copies (Abschriften) of the manuscript are located, editions
(Ausgaben) m which 1t 1s printed, and articles written about 1t (Literatur)
In the language of data management, these are each bibliographic attri-
butes of the composition
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Figure 2 A Thematgc Index Entry

Once a bibhiographic collection becomes established as defimtive for
a particular composer or body of music, the identifier created by the
bibliographer may be widely understood to refer to a particular piece
Thus, the accepted name for the fugue m this example 1s as ‘‘BWV 578 **
“BWV”’ 1dentifies the index (Bach Werke Verzeichms), and *‘578”
identifies the composition In this particular index, compositions are
ordered chronologically

4.3 Meta-musical Information

Many of the ‘‘meanings’’ of musical information can be described
either declaratively or procedurally For example, consider the treble clef
symbol The meamng of this graphical icon might be described thus

All subsequent notes on the same staff as the treble clef have a mapping

from staff degree to scale pitch which 18 *‘Every Good Boy Does Fine'’
(to use a favonte grade-school mnemonic)

This meaning can be interpreted declaratively, whereby all subsequent
notes have the *‘treble clef’’ pitch mterpretation, or procedurally, whereby
the treble clef means that subsequent note heads are to be performed (or
‘““mapped to pitches’’) n a particular way In the first case, an icon deter-
munes a property of a passage In the second case, the icon tells how to
interpret the subsequent notes

A more vivid example 1s provided by a musical accidental such as
the sharp sign (#) A group of sharps placed at the beginning of a section
of music composed 1n a particular style constitute a key signature A key
signature consisting of three sharps carnies a declarative meaning, stating a
fact about the tonality of the musical passage

The piece 1s 1n the key of A major (or f# minor)
It also carries the procedural meaning
Perform all notes notated as F, C, or G one semitone higher than wnitten

Much of the mformation contained in the music database may be
denved procedurally from other declarative data in the database Suppose
that the database contams, as part of a score representation, a note object.
An attnibute of this note would be the staff on which the note ies Another
attribute would be the performance pitch of the note However, the perfor-
mance pitch of a note depends procedurally (as in the above two examples)
on other elements on the same staff line, such as clefs and key signatures
In fact, there are other pieces of information, such as stylistic information
about a composition, which govem the interpretation of performance pitch
from graphical criteria. These rules consttute ‘‘meta-musical®® informa-
tion, and are part of the musical data to be maintained with the score

44 Common Musical Notation

In the case that the “‘listener’* of a piece of music 1s a person (as
opposed to a recording device), raw audio mformation 1s 1n general not
sufficient for the recipient to fully understand the performance For exam-
ple, the following operations, related to the transcription of sounds mto
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scares, are difficult for human experts to execute 2 Given an audio
representation (e g a recording) of a piece of music

. Deternune the rhythmic structure of a composition that contains
multiple independent voices

. Determine what pitches are being played, in the face of complex
harmonic structures

. Determine what instruments (even assumiung they are famihar to the
listener) are performing which musical events

A useful written notation for music conveys the above information
clearly from composer to performer, along with additional information
which 1s stmilarly obscured in the audio representation

Music, hke natural language, has many wntten forms which
developed slowly over time along dufferent paths within different cultures
Although there 1s no umversal written musical form, there 1s a reasonably
well defined language of music notanon which has been codified for
Western tonal music used from about the 17th century to the present. We
will refer to this as common musical notation (CMN)

As a ‘‘language’’ of musical notation, CMN has its grammatical
rules These may be found in standard textbooks [Don63,Rea69] More
exacting notators, such as engravers who print music, require more
detailed graphical informauon such as 1s presented in [Ros70)

45 Other Graphical Notations

The various symbols of CMN have developed slowly over time into
a reasonably stable set. However, musicians, as arusts, occasionally
develop therr own notational extensions to CMN to better express therr
musical intentions (several interesting examples are collected 1n [Kar72])
Other types of notations are specific to particular mstruments (eg lute
tablature), or intended to replace CMN (e g equitone notation)

One form of notaton which has received prominent attention in
computer applications 15 the piano roll notation, so named because 1t looks
stmular to the rolls of punched paper used in player pranos The piano roll
1s essentially a map of the state of a musical keyboard agamnst ttme  Unlike
actual player piano rolls, we typically see ime progressing to the left along
the x-ax1s, and pitch (usually quantized by semitones) increasing upward
along the y-axis Figure 3 shows an example Ths figure shows the piano
roll representation of the fragment of the Bach fugue shown mn figure 2
Each note 15 represented by a black rectangle The entrances of the fugue,
which are normally hidden in a piano roll notation, have been shaded in
grey They are clearly distinguished i the CMN score by a change in note
stem direction

Some existing systems have been developed to edit and display
piano rolls [BSR79,Pru84b] The populanty of piano roll notation 1s
explamned by the ease of translation between note event streams (as gen-
erated by a variety of electronic music keyboard products) and prano rolls
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Figure 3 A Piano Roll
2 The difficulty of these op 18 one of ly mm'preung, ptual data

The problems d with this P are tedge among those
who have experience 1n music transcription  For this reason, we may speak of music
transcribers as ‘ experts >’



46 Encodings for Representations

Before discussing how these various representations are to be
encoded for the data manager, let us consider the various levels at which
such an encoding may be done

In the sound domain, music may be organized into event streams, as
with industry standard MIDI (Musical Information Data Interchange)
event lists {Jun83] More abstractly, 1t may be represented by various pro-
grammung language specifications, as in the CMusic system [Moo85] In
the graphical domain, the lowest level of encoding 1s simply digitized (ras-
ter) graphics This can be abstracted mto 1ts constituent graphical shapes,
1cons and hinears, and described using a graphical definition language such
as PostScript [Ado85] Finally, a CMN score constitutes an abstract
representation of the graphical aspect of a piece of music

Several methods have been developed to represent graphical scores
m a form amenable to information storage and retnieval Such systems
mclude DARMS (Digital Alternate Representatton of Musical Scores)
[En77,Erw83), a general purpose encoding language whose goal 15 to
objectively represent any score materal notated using CMN MUSTRAN
[Wen77] 1s similar to DARMS, although its focus 1s on ethnomusicological
material  Smuth’s system, SCORE [Smi72, Smu73] (now known as MS), 1s
onented toward producing very high quality graphical output This system
has 1nteractive score editing tools that give the user very fine control over
the music typesetting process

As an example of these graphical languages, figure 4 shows a small
piece of music, along with its DARMS encoding This system was
mtended to encode musical scores onto punch cards (the project was
started by Stefan Bauer-Mengelberg 1n the 1960’s) It generally utilizes
one letter codes for each attribute of an object found on the score
Numbers are used typically to indicate vertical position 21 (or 1 for short)
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(a) A Fragment of Music
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(b) Its DARMS Encoding
Abbreviation | Meaning
14 Instrument (or voice) definition #4
'G G (treble) clef
'K Key signature ('K2# two sharps)
00 Annotation above the staff
R Rest (two whole rests)
@text$ Lateral string
¢ Capitalize next letter
(notes) Beam grouping
w Whole duration
Q Quarter duration
E Eighth duration
D Stems down
/ Bar line

(c) Abbreviation Key for the DARMS Encoding

Figure 4 DARMS Encoding (from [En77])
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1s the bottom line, 22 15 the bottom space, and so forth The other abbrevi-
ations are summarized 1n figure 4(c)

DARMS has a very flexible input protocol, allowing information to
be entered from the page 1n a variety of orders (a measure at a time, whole
lines at a time, etc ) Also, redundant information can often be suppressed,
so that repeated note durations or pitches can be rapidly entered Programs
have been written to convert this ‘‘user DARMS” mto ‘‘canonical
DARMS”’ (the programs have been whimsically named ‘‘canonizers’’) A
canonical DARMS encoding presents the score mformation 1n a consistent
order, and explicitly includes all repeated information [ErW83, McL86b]
Systems to generate a graphical CMN score from a DARMS encoding
have also been designed [Gom77]

5 Adding Hierarchical Ordering to the Entity-Relationship Mods!

We use the entity-relationship data model [Che76] as the basis for
describing musical structures Each structure 1s represented in the database
by an ennty In order to represent the relationships among these structures,
we mtroduce the concept of hterarchical ordering as a tool for data model-
ing We use three complementary representations for describing hierarchi-
cal ordering

. Instance graphs as a pictonal representation of hierarchically
ordered data,

. A data defianon language (DDL) for hierarchical ordenng,

. Hierarchical ordering graphs (HO graphs) to represent hierarchical
ordening at the database schema level

51 The Entity-Relationship Model

As a basis for the discussion which follows, we briefly review the
entity-relationship model The domain to be modeled 1s represented by a
vaniety of enuity types In the musical score domain, examples of entity
types include compositions, measures, chords, notes, staves, and so on

The actual objects within the domain are represented by entity
instances Every entity instance of a given type has a set of attributes asso-
ciated with 1t Within every entity mstance of a particular type, each attri-
bute 1s assigned a distinct value For example, according to the defimtion

define entity COMPOSITION (title = string)

every composition 1s defined to have a uitle, and the value of that utle 1s
typically different for each composition

Relationships between entities take two forms ‘‘m to n’’ relation-
ships, and ‘‘1 to 2"’ relationships In the (admuttedly unusual) case where
multiple people might compose a single composition, and a single person
mught compose many compositions, the COMPOSER relationship between
the PERSON entity and the COMPOSITION entity 1s an “‘m to n*’ rela-
uonship Associated with each composition 15 a single date that deter-
mines when a composition was written, though many compositions might
be composed on the same date Thus the COMPOSITION DATE rela-
uonship between the DATE entity and the COMPOSITION entuty 15 a *‘1
to n’’ relationship

These entities and relationships may be expressed as follows

define entity DATE
(day = integer, month = integer, year = integer)
define entity COMPOSITION
(title = string, composition_date = DATE)
define entity PERSON
(name = string)
define relationship COMPOSER
(person = PERSON, composition = COMPOSITION)

Note that the *‘1 to n”’ relationship for composition date 15 represented
mmphcitly as an attribute of the COMPOSITION entity Chen introduces a
pictor1al notation for representing enties and relationships  The diagram
for the above example 1s gtven 1n figure § In this type of representation,
entity types are shown in rectangular boxes, and relationships are shown n
diamond-shaped boxes Lines are drawn from relationships to the entities
which they reference The type of the relationship (m to » or 1 to n) 1s
mdicated on these Lines

52 Ordering

Neither the relational model, nor the entity-relationship model incor-
porates any concept of ordering among elements stored in the database
Actual relational database systems, on the other hand, usually implement
some form of ordering among data records This 1s typically provided by



Figure 5 An Entity-Relfationship Graph

allowing the database designer to designate key attributes for a relation,
allowing the system to sort the data records so that they are ordered by
ascending (or descending) key value

Thus use of ordering may be seen purely as a performance optimiza-
tion 1n relational databases An important relational operation 1s to select
data records that have a particular key value (or range of key values) This
may be efficiently performed on relations that are sorted, because the
destred records are all stored together, rather than being randomly distr-
buted throughout the relation 3

In contrast to this, we are interested in modeling a domain where an
important attribute of the data 1s the participation of entities 1n various ord
enngs For example, a musical score consists of an ordered set of meas-
ures of mustc, and the fact that one measure follows another measure 1s a
concept which must be modeled by the database defimtion

53 Instance Graphs

In ats most general form, kerarchical ordering occurs when a group
of database objects (of one or more types) forms an ordered set associated
with a distinct parent object For 1nstance, a particular set of notes aggre-
gate to form a given chord. An wnstance graph, such as the one 1n figure 6,
shows this relanonship pictorially This graph, n 1s entrety, could
represent, for example, a four note chord It consists of a parent, y, and an
ordered set of children, {u, v, w,x} The ordering among the children 1s
indicated here by arrows from one child to the next one m the orderng
Such edges of the graph are called S -edges, as they indicate a relationship
among siblings Each child also has a relationship with 1its parent,

Ordered Siblings | u |
key

—> P-edge ‘‘Parent within a hierarchy”’
— —> S-edge ‘‘Next sibling within an ordering’’

Figure 6 A Simple Instance Graph

3 Of course this 18 only true 1f the desired selection 18 compatible with the choice of
sort key For instance, a relation sorted on title cannot effi ly support
a selection based on composer name
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mdicated 1 the example by P -edges Notice that each child has an ordinal
position under 1ts parent For example, we may speak of the node w 1n this

figure as the third child of the parent labeled y *

54 Defimng Hierarchical Ordering in a Schema

In an aggregation hierarchy [SmS77], the number and type of ele-
ments 1n the aggregation are fixed by the schema For example, a piano 1s
an aggregation of one keyboard, a fixed number of strings, a sounding
mechamsm, and a bench A piano bench 1n turn 1s an aggregation of four
legs and a cushion For entities m the musical score, this characterization
15 msufficient. Specifically

. The number of objects 1n an aggregation 1s typically not fixed For
nstance, under the aggregation of notes mto chords, different chords
typically have different numbers of notes

. The objects 1n an aggregation are ordered. For mnstance, given two
measures in a score, one must be prior to the other

These charactenistics distinguish hierarchical ordering from aggrega-
tion hierarchies The define ordering statement 1s mcluded in our DDL to
model hierarchical ordering

The syntax for the define ordering statement 1s

define_ordering_statement
define ordering [ order_name ] ( child_entity {, chuld_entity } )
[ under parent_entity ]

child_entity
entity name

parent_entity
entity_name

One such statement defines a single instance of hierarchical ordering
*‘Order_name’’ 1s the name of the ordering Ths 1s followed by one or
more child entity names whose mstances will participate 1n the ordering
The under clause specifies the relanon from which parent entities are
taken, determuning the type of the entity instance under which each order-
ing will be grouped A schema containing musical notes ordered within
chords would be spectfied as

define entity CHORD (chord attributes )
define entity NOTE (note attributes )

define ordering note_in_chord (NOTE) under CHORD

In this simple example, the ordening 1s named ‘‘note_in_chord ** It consists
of a smgle child type, NOTE, under the parent type, CHORD This
schema definition would allow queries to retrieve, for mnstance, “‘the third
note m chord x *’ The query language extenstons to accomplish this are
described below

The semantics of various forms of the define ordering statement, as
when the order name 1s mussing, or when there are multiple child types,
will be the focus of the next section

55 Types of Hierarchical Ordermng

It will generally be more convenient to present ordenng definitions
m pictonial form We therefore make use of the herarchical ordering
graph (HO graph), an example of which 1s shown 1n figure 7 This graph
represents a single ordenng In general, each edge i the HO graph
corresponds to one define ordermng statement. Hierarchical ordering may
take several forms

Multiple Levels of Hierarchy An object that 1s a parent 1n one ord-
ering may be a child 1n another Ths type of ordering 1s quite common 1n
music For example, we can order a set of notes (say, from high pitch to
low pitch) under a parent chord A set of chords can then be organized
temporally into a measure of music The statements to represent such a
schema are

define ordering (NOTE) under CHORD
define ordermng (CHORD) under MEASURE

* The pointers n an instance graph should not be d asan of the
physical implementation of these objects wittun the data mamget They merely serve
to indicate graphically the ordenng and hierarchy among objects

5 The syntax for our data defi language (DDL) 18 p d n detail n [Rubg87)
‘We use standard BNF {Bac59] for syntax descriptions Clauses 1n square brackets are
optional and clauses in braces may be repeated zero or more times
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order_name

child, child,,

Figure 7 An HO graph for a Single Ordering

Multiple Orderings Under a Parent This type of ordering schema
occurs 1n a musical score, where both instrumental parts and staves are
ordered on the score page within an mstrument (e g the portion of a score
system dedicated to the violin mstrument may contain three violin parts,
notated on two staves) This could be represented by the following state-
ments

define ordering (PART) under INSTRUMENT
define ordering (STAFF) under INSTRUMENT

Inhomogeneous Orderings The set of siblings 1n a particular order-
ing may not be of homogeneous type In a score, a musical votce consists
of an ordered sequence of chords and rests, intermixed (this 1s a simphfied
view, for the purpose of this example)

define ordering (CHORD, REST) under VOICE

Every rest and chord, by our definiion, has some voice as parent. The ele-
ment at a particular position of the ordering, say, *‘the second object under
voice V,”” must be etther a chord or a rest. Of course, 1t can’t be both,
since there 1s only one ‘‘second object.”’ This differs from the previous
case, where a parent covered two child types under different orderings,
then it made sense to speak of ‘‘the second part for the violin instrument’’
as well as *‘the second staff for the violin instrument.”’

Muinple Parents Another possible configuration 1s for an entity to
have muluple parents For example, a note has a chord as parent, under
the ordering named ‘‘ordered set of notes per chord.’’ A note also has a
staff as parent, under the ordering “‘next note per staff”’

define ordermg (NOTE) under CHORD
define ordering (NOTE) under STAFF

We can see that these two orderings are independent. A chord may lie on
multiple staves, so two notes that are members of the same ‘‘per chord”’
ordering are not necessarily members of the same “‘per staff>’ ordering

Recursive Ordering Suppose that the parent 1n an ordenng 1s of the
same type as one of the children In that case, the ordenng 1s recursive
An example from music would be found in the grouping of chords under
beams A beam groups consists of an ordered set of smaller beam groups
mtermixed with chords This would be defined as follows

define ordering (BEAM_GROUP, CHORD) under BEAM_GROUP

The HO graph for this ordenng 1s shown 1n figure8(a) Figure 8(b) con-
tans a fragment of musical notation with several layers of beam groups
The six chords m this fragment are labeled ¢ to ¢ The mnstance graph
for the chords and beam groups 1s shown 1n figure 8(c) Every object in
this instance graph 1s exther a group (labeled g,) or a chord (labeled ¢,)

Certain restrictions on recursive ordering are necessary, to prevent
the occurrence of mstance graphs that are malformed One difficulty arises
if the P-edges for a given ordering form acycle Because this would mean
that an nstance 1s ‘‘part of”’ itself, such cycles in the instance graph are
disallowed Similarly, cycles among the S-edges of a given ordenng are
not permitted, because they result m the situation where an object 1s
‘“before 1itself’’ in the ordering

56 Manipulation of Ordered Entities

We use QUEL [Rel84] as a basis for our data mantpulation
language Three new operators are added to QUEL to support hierarchical
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(a) HO Graph

Group, Chord

(b) Group/Chord Notation

H
S

C1

(c) Instance graph

key
—> P-edge ‘‘Group or chord under group’’
> S-edge *‘‘Next group or chord within parent group”

Figure 8 An Example of Recursive Hierarchical Ordering

ordering before, after, and under Unlike other QUEL operators, the
orderng functions operate on entities (represented by range variables in
QUEL), rather than on attribute values In this way they are simular to the
entity equivalence operator, is, mtroduced i the GEM extensions to
QUEL [Zan83] The following example, using the 1s operator, finds all the
composers of ‘‘The Star Spangled Banner’

Schema defimtion
define entity PERSON (name = string, )
define entity COMPOSITION (title = strmg, )

define relationship COMPOSER
(composer = PERSON, composition = COMPOSITION)

Query®
retrieve (PERSON name)
where COMPOSITION title = **The Star Spangled Banner’’
and COMPOSER composition 1s COMPOSITION
and COMPOSER composer 1s PERSON

Unlike other operators, the 1s operator takes entities (1 e range variables)
rather than attribute values as operands

The ordering operators each take two range vanables and an
optonal orderng name as operands The syntax for a qualification using
the ‘‘before’’ operator 1s representative

before_clause
range_vanable before range_variable [ 1n order_name ]

The after and under operators have stmular syntax For the before and
after operators, the types of both range vanables are taken from the child
types of the ordering indicated by ‘‘order_name *’ For the under clause,
the type of the first range vanable 1s taken from the children of the order-
ng, and the type of the second 1s the parent type mn the ordermg The

¢ As in GEM and later versions of INGRES, a range vanable with the same name as
1ts entity type 1s impheitly declared for each entity type



clause,
a before b m order_name

evaluates to “‘true” if @ and b both have the same
the hierarchical ordering indicated by order_name,
that ordering If @ and b have different parents,
able, and the before clause evaluates to “‘false »

Given these defimtions of NOTE and CHORD,

define entity CHORD (name = mnteger, other chord attributes )
define entity NOTE (name = integer, other note attributes )

parent with respect to
and a 1s before b m
then they are not compar-

define ordering note_in_chord (NOTE) under CHORD

range of n1, n2 1s NOTE
range of c11s CHORD

here are examples of the use of the ordering operators
Given a note n, retrieve the notes prior to n m 1ts chord
retrieve (nl name)

where n1 before n2 mn note 1n chord
and n2 name = n -

Retrieve the notes that follow note

retrieve (nl name)
where n1 after n2 i note i chord
and n2 name = n -

Retrieve the notes under chord ¢

retrieve (nl name)
where nl under c1 m note 1n chord
and ¢l name = ¢ T

Retrieve the parent chord of note n

retrieve (C1 name)
where nl under ¢1 in note mn chord
and nl name = -

6 Blurrmng the Schema/Data Distinction

An important feature of the musical schema 1s that many entity types
(as opposed to entity nstances) have attributes associated with them.
These attributes are similar to “‘class variables’ m object-oriented sys-
tems Although they are supported n object-oriented languages such as
Smalitalk [GoR83), they are not typically available in relational or entity-
relationship database systems

61 Storing the Schema Defimtion as Ordered Entities

Where the schema 1tself 1s maintained as data in the database, as
the INGRES system [Rel84], these class variables may be sunulated by
referring 1o parts of the schema within the data. We may actually use our
data defininon language to define a meta-database a database that models
our defimtions of entities, relationshsps, attnbutes and orderings

The meta-defimtion for a schema 1s therefore

define entity ENTITY
(entity_name = string)
define entity RELATIONSHIP
(relationship_name = string)
define entity ATTRIBUTE
(attribute_name = string, attribute_type = string)
define entity ORDERING
(order_name = string, order_parent = ENTITY)

define ordering entity_attributes
(ATTRIBUTE) under ENTITY

define ordering relationship_attributes
(ATTRIBUTE) under RELATIONSHIP

define relationship order_child
(child = ENTITY, ordering = ORDERING)

The HO graph for this meta-schema 1s shown 1n figure 9 It shows the
many to many (*‘n to m’’) relationship between child entities and and ord-
erings, and the ‘1 to n*’ relationship between parent entities and orderings
(this latter relationship 1s implicitly specified i the ORDERING entity m
the above defintion) The hierarchical ordering of ATTRIBUTE under
ENTITY and RELATIONSHIP 1s also shown
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Figure 9 A Hierarchically Ordered Meta-Schema

A schema definition may be stored in such a database Each define
entity statement generates an instance of an ENTITY entity and several
mstances of ATTRIBUTE entities (one per attribute) Similarly, each
define relationship statement generates an RELATIONSHIP instance and
several ATTRIBUTE instances Each define ordering statement gen-
erates one ORDERING entity, a single parent relationship, and one or
more child relationships

62 Referencing the Schema
A database modeled as mn the previous section contains two levels of
nformation

(1) Entity types reflecting the data model, and containing the schema
defimition (e g ENTITY and ATTRIBUTE), and

Entity types that implement the schema defimtion, and contain data
snstances (¢ g CHORD and NOTE)

We find 1t useful to msert an additional level of information mto the
database, resulting 1n three layers
(1) Entity types determuning the data model, and containing the schema
definition,
Entity types reflectng the particular data domain, and containing
domam-specific atiributes of entities referenced by the schema
defimtion

Entity types that implement the schema definition, and contain data
instances

As an example of this muddle level, we will discuss a property of
many musical entity types their graphical representations Consider the
statement to define the STEM entity 1n the CMN database This gives the
location and size of stems associated with particular chords Its definition
18

@

3]

(&)

define entity STEM
(xpos = mteger,
ypos = integer,
length = mteger,
direction = integer)

The STEM entity 1s catalogued in the ENTITY relation Its four attributes
are catalogued in the ATTRIBUTE relation Associated with the STEM
entity 1s additional information that describes how stems are drawn

Figure 10 shows the two ‘‘schema’’ entity types, ATTRIBUTE and
ENTITY, and a new ‘‘GraphDef*’ entity type Each GraphDef entity con-
tains the graphical defimtion (e g PostScript function) to draw a particular
object Additionally, two relatonships are shown The ‘‘GParmUse’’
relationship 1dentifies which attributes serve as parameters to a graphical
function, and the ‘‘GDefUse’’ relationship associates graphical defimtions
with entity types In contrast to the ENTITY and ATTRIBUTE relations,
which are used for schema definiions in any domain, these three new rela-
tions, GraphDef, GParmUse, and GDefUse, are application specific But
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Figure 10 Schema for Graphical Defimtions

wnstead of modehing nstance data, like other application specific relations
(such as STEM), these relations model information specific to the domain
of musical notation (¢ g that a stem 1s to be drawn 1n a parncular way)

The STEM entity, as defined 1n the ENTITY relaton, 15 associated
m GDefUse with the graphical defimition that draws a stem Associated
with each stem are particular parameters, xpos and ypos (defining the end-
pomnt of the stem), the length of the stem, and 1ts direction (either up or
down) These attributes, as defined in the ATTRIBUTE relation, are asso-
ciated with the graphical definition by nstances 1n the GParmUse relation-
ship Each such mstance also contamns the PostScript fragment that sets up
the particular attribute value for the given procedure

The process for drawing a particular stem 1nstance 1s as follows

(1) Find the stem instance 1n the STEM relation

(2)  Find the graphical definition for the STEM entity type via the GDe-
fUse relationship

(3) For each parameter of this definition, found via GParmUse, get its
value from the stem relation and execute the set up code as given 1n
GParmUse

(4)  Then execute the graphical defimition given i GraphDef

The client program must actually move back and forth between
using the schema defimtion (in ENTITY, ATTRIBUTE, and GraphDef)
and the musical data itself in STEM) 1 order to provide this type of func-
tionality By makmg this schema definition accessible as data, the client
program may freely modify such attributes as the printing function for a
graphical object

7 A Database Schema for Common Musical Notation

In order to allow a user to refer to meamngful units of musical infor-
mation, we must first determune what those units are This section
analyzes in detail a subset of the entiies that compose CMN, and thewr
mterrelationships

71 CMN Entities

In many data management domans, there are only a handful of enti-
ties For example, the standard company database contains employees,
jobs, departments, parts, suppliers, and orders CMN has, even at first
glance, many more entities than this These entities are summarized n
figure 11, and will be discussed in the following sections

711 Aspects of CMN

Each musical entity contains various attributes For example, attri-
butes of a ‘‘note’’ entity are its posiion, shape, size, start time, parent
chord, and so on Musical entities 1n the CMN score have several aspects
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Entuty type Description

Score The unit of musical composition

Movement A temporal subsection of the score

Measure A temporal subsection of the movement

Sync Sets of stmultaneous events

Group A group of contiguous chords and rests 1n
a voice

Chord A set of notes 1n one voice at one sync

Event An atomuic umt of sound, one or more
notes

Note An atomic umt of music, a pitch n a
chord

Rest A *‘chord”’ containing no notes

MIDI A MIDI note event.

MIDI control A MIDI control event at a pomnt 1n ttime

Orchestra A Set of Instruments performing a Score

Section A family of nstruments

Instrument The unit of imbral definition

Part Music assigned to an individual performer

Voice The unit of homophony

Text In vocal music, a line of text assoctated
with the notes

Syllable The piece of text associated with a single
note

Page One graphical page of the score

System One line of the score on a page

Staff A division of the system, associated with
an instrument

Degree A davision of the staff (line and space)

Graphical Definitions All the graphical icons and Linears

Instrument Defintions Instrument patches and specifications

Other graphical attn- | Accents, Accidentals, Annotations, Arpeg-

butes git, Barlines, Beams, Clefs, Duration dots,
Fingenings, Flags, Hapins, Key signa-
tures, Meter signatures, Note heads, Rests,
Slurs, Staff lines, Stems, Ties, Letters, etc

Figure 11 The Entities of a CMN Schema

and subaspects, as shown m figure 12 These may be thought of as dif-
ferent views on the musical schema. Roughly, the temporal aspect pertams
to when musical events are performed The timbral aspect refers to how
they are performed (e g by what imstrument, at what pitch, how loudly,
etc) This aspect itself admuts a finer characterization, nto pitch, articula-
tion, and dynamic (1e volume) subaspects of the data. The graphical
aspect 15 concerned with how musical events are notated graphically A
subaspect withm the graphical aspect of the score 15 concerned with with
textual matenal, including a vanety of score annotations, as well as the lyr-
1cs (or libretti) associated with melodies

The utility of this notion of aspect may be suggested by example A
musical note, as 1t appears on a score page, possess attributes associated
with each of these aspects

The temporal aspect of a musical entity refers to those attnbutes and
relationships which model the entity’s placement in time A note has attr1-
butes related to the time at which 1t 1s performed in the course of a compo-
sition

Because CMN groups musical events by ‘‘instrument,’’ we can
speak of the umbral aspect of certain entities A note has a timbral aspect
that refers to the instrument that ‘‘performs’’ 1t

A note may have several attnibutes reflecting 1ts pitch aspect. These
mnclude such things as 1ts staff degree, associated accidentals, and relations
to key signatures and clefs There 1s also a notion of performance pitch
(erther MIDI key codes or frequency mformation) that 1s indirectly associ-
ated with notes

A note mherits various articulative attributes These reflect roughly
how the note 15 performed They include modal attributes such as staccato
(shortened or clipped) or marcato (marked or stressed) Also, a note may



Aspects of Musical Entities
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Temporal Timbral Graphical
Pitch Textual
Articulation
Dynamic

Figure 12  Aspects of Musical Entities

have inhenited various performance attnibutes, such as when a violin note 1s
played pizzicato (plucked) or arco (bowed)

Another attribute which a note must inhent 15 its dynamic value,
which indicates how loudly 1t 1s to be played In the graphical score, these
are given as annotations such as forte (loud) or pramissimo (very soft)
Such attributes are not typically assigned durectly to a note, but rather are
inhenited by the note from the context 1n which 1t hes

Finally, since CMN 1s a graphical notation, musical entities have a
graphical aspect, relating to their representation on the written page For a
note, this includes 1ts various graphical components, such as the note head,
stem, associated accidentals, flags, dots, accents, and so on Each of these
has a shape or size and location on the page These are all graphical attri-
butes A subclass of graphical objects on the score page may be con-
sidered to be textual objects Although individual note entities do not have
a textual aspect, there are a variety of textual annotations associated with
pages, systems, staves, syncs and individual chords

We use two strategies to orgamze the representation of musical enti-
ties Furst, we arrange the entities into groups by the aspects in which their
attnibutes participate, then we define a HO graph for the entities in each
group Towards the top of each graph will be abstract structures that give
form to the music At the bottom of the graph will be the low level objects
that make up the physical attributes of the music Not every entity has
attributes 1n every aspect (MIDI events, for example, have no graphical
aspect in CMN) Many entities, as we have seen for notes, appear mn the
graphs for several aspects

As an example of the defimtion of these we will only consider the
HO graph for the temporal aspect. The complete set of graphs 1s given m
[Rub87]

72 The Temporal Aspect

Before discussing the entities wnvolved in the temporal aspect of a
CMN score, we must define certain uses of the word ‘‘time’ 1n music
Specifically, we distingwish between ‘‘performance tme’’ and ‘‘score
um e ”

The location 1n time at which a musical event 15 actually iutiated,
and how long 1t lasts, are recorded mn performance ttme The unuts of per-
formance time are seconds Score time, on the other hand, 1s measured
rhythmic units Musical structures 1n CMN, such as notes, chords and
measures, may fall into a more or less regular thythmic structure whose
umt 15 the beat

The duration of a beat, however, 1s consistently distorted 1 perfor-
mance This distortion may be noted in the score, by directives such as
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accelerando to speed up a passage or ritardando to slow down Alterna-
tively, they may be mherent in the style of the music, as 1n the rubato
associated with certan musical styles Thus the mapping between the
location of events 1n score time, and their location in performance time,
may be arbitrarily complex When an orchestra performs, 1t 1s the role of
the conductor to establish this relationship between score time and perfor-
mance time

We now consider the HO graph for temporal attributes The rela-
tionships among the temporal aspects of musical entiies are shown m
figure 13 To review the elements of the graph, each box contams one or
more entity types The solid arrows refer to hierarchical ordering of child
types under a parent type, while the dotted arrows mndicate hierarchical
ordering under entitrtes not shown in this graph (they appear under other
aspects) The imdirect relattonship mndicated by the dotted lines anses
because we are not considering the HO graph for the entire entity set at
one time

A musical score 1s the compositional umit of the database Its tem-
poral attribute 1s the duration of the composition This duration 1s the sum
of the durations of its constituent movements A movement 1s a somewhat
arbitrary (though widely used) unit of performance These movements are
further subdivided m time, into measures Measures determune rhythmic
divisions of a passage Where a musical passage has a rhythmuc pulse (1¢
a beat), each measure consists of an integral number of such pulses

The various musical events within a passage (such as notes) are typi-
cally aligned on these pulses Each such point of alignment constitutes a
sync This term 1s taken from the Mockingbird system [MaO83] A sync
has, as a temporal attribute, the point 1n score time at which 1t occurs  This
can be specified as a number of beats (units of score time) from the start of
the measure 1 which the sync occurs Figure 14 shows how a measure 1s
divided into syncs The notes within a sync are grouped nto chords (by
voice, as we shall see 1n the timbral defimtion) The start times of notes
and chords are inherited from their parent syncs

In addition to the grouping of chords into syncs into measures, par-
ticular musical voices may be independently organized mto melodic
groups Groups have a vanety of semantic functions 1n music  As shown
m figure 15, these include phrasing (e g notes covered by a slur) and um-
ing (eg beams and tuplets) A group has a the temporal attribute, ‘‘dura-
tion,”’ which 15 a function of the duration of its constituent chords and
rests

Rests, like chords, have temporal location and duration, although
they result in no performance (MIDI) information

An event, from the temporal point of view, determines the placement
in time of each atomuc unit of sound It has a umque start and end time,
and 1s performed by a specific voice An event 1s thus a umt of perfor-
mance A note, on the other hand, is the notated unit of music These two
are not necessarily the same, as, for example, when two notes are tied
together The Tie 15 a musical construct that binds multiple note entities
under a single event entity

At the bottom of the graph appears the MIDI entity We assume a
MIDI model [Jun83], where individual musical “‘events’’ have particular
starting and ending tmes For scores that use CMusic style note lists,
these can easily be extrapolated from the MIDI event information MIDI
events constitute performance information, and so their temporal parame-
ters are given in performance time (1e seconds) There are MIDI com-
mands to control note events, as well as control mformation such as the
actuation of a control switch other than a keyboard key (e g the sostenuto
pedal of a piano)

8 Conclusion

Musical information seems to provide a good domamn for the
exploration of a wide vanety of data management 15sues 1t consists of
several different types of data, including sound, graphics, text, and concep-
tual abstractions Each of these data types has its own pecuhantes of
representation and manipulation

In the course of developng an entty-relationship database schema
for common musical notation, additional tools to adequately represent ord-
erng and hierarchy were needed We have formally extended the entity-
relationship model with the concept of hierarchical orderng to fill this
need

Ths semantic relationshup occurs when an entity type (the parent)
“consists of”’ an ordered aggregation of instances of another (the child)
A collection of such parent-child relationships may form hierarchies We
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have developed a graph model for these relationships, which we find to be
a useful tool for modeling many different aspects of musical information
As an example of its utility, we have presented a portion of our schema
that models those entities within the musical score which exhibiting tem-
poral attributes Because of the high level of interest with which database
research has focused on maintaining temporal information (for one exam-
ple), we hope that these modeling tools may find broader applicability out-
side the music domain
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