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ABSTRACT

In this paper, we present results on the classification of linear recursive formulas in deductive databases and apply those results to the compilation and optimization of re­cursive queries. We also introduce compiled formulas and query evaluation plans for a representative query for each of these classes.
To explain general recursive formulas, we use a graph model that shows the connectivity between variables. The connectivity between variables is the most critical part in processing recursive formulas. We demonstrate that based on such a graph model all the linear recursive formulas can be classified into several classes and each class shares some common characteristics in compilation and query process­ing. The compiled formulas and the corresponding query evaluation plans can be derived based on the study of the compilation of each class.
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V 5A  1S6 C A N A D A
At query evaluation, we will consistently use the evalu­ation principle that join operations will be performed only after selection operations to optimize data retrievals. If we can’t apply selection or join operations any further, we will retrieve the exit relation first if the exit relation is not eval­uated. Generally, in this situation, answers can be derived by a Cartesian product operation or existance checking.
In section 3, we introduce a graph model that can be used to explain recursive formulas. The I-graph will be used to expand the recursive predicate on successive it­erations. In section 4, we will define the terms used in this paper. We also overview the classification of recur­sive formulas. In section 5, formulas with one-directional cycles will be discussed. Formulas with bounded cycles will be considered in section 6. Formulas with unbounded cycles (independent cycles with non-zero weight) will be discussed in section 7. Components with no non-trivial cycle are mentioned in section 8. Dependent cycles are discussed in section 9. Mixed formulas are discussed in section 10. Further studies and conclusions are in section 

11.

1 I N T R O D U C T I O N 2 T H E  G R A P H  M O D E L
Recursion is one of the most discussed techniques in de­ductive database systems. Classifying recursive formulas is known to be a hard problem. Therefore researchers have considered certain specific patterns of recursive formulas that are easily recognizable and compilable [Han S5a] [loan 85], In this paper, we will use a graph model as a tool to represent recursive formulas. Our goal is to show a general and uniform planning mechanism for each several impor­tant classes of linear recursive formulas which can map an 
arbitrary query of that class to a compiled formula. This will illustrate the power and utility of the graph approach.
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We consider function-free Horn clauses with only one oc­currence of the recursive predicate in the antecedent and with no occurrence of equality. We also do not allow con­stants in the statement and do not allow a variable to appear more than once under the recursive predicate.
We also assume that there is only one recursive rule (single recursion) which has one or more non-recursive rules (exit rules). The exit rule has the form P : — E. Since these rules play a role in the compiled form and not in the graph analysis, we will use E  as a. generic exit expres­sion and not bother to write the exit rule in the examples.
Suppose we are given a recursive statement F of the form P (x , ...) : — A(u,v)  A . . . P ( y , We will associate a labeled, weighted, hybrid graph G = {V, Eu, Ed, W, C) 

to F. The graph construction was originally introduced by Ioannidis [loan 85], and from now we will call this graph an I—graph.
Each variable (V) is a vertex. Variables like u,v  oc- curing in a non-recursive predicate A (u,v) are connected
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by ail undirected edge (Eu). For each pair of variables in corresponding positions of the recursive predicate P in the consequent and the antecedent (e.g. x and y), there is a directed edge (Ed) from x to y. There is a weight (W ) for each edge. The directed edge (x — > y) has weight 1. We assume that there is an implicit reverse directed edge (y — ► x), and it has weight -1. Each undirected edge (u — v) has weight 0. There is a label (£) attached to each edge. An undirected edge has a label Q if two nodes of the undirected edge are in the non-recursive predicate Q. Each directed edge is labeled with the recursive predicate.
D efin itio n  : The w eight of a path (cycle) in the graph is defined as the sum of the weights of the edges along the path (cycle). Regarding undirected edges, they can be traversed in both directions. Traversing a directed edge in the opposite direction of the arrow is the same as traversing the implicit reverse directed edge and contributes -1 to the weight.
Example 1.

(sla) P (x ,y ) A (x ,z)  A P (z ,y )
(sib) P (x ,y ,z )  : — A (x,y)  A P (u ,z ,v )  A B (u,v)
The corresponding I-graphs are in Figure 1(a) and 1(b) respectively. We do not write down the label P for directed edges because there is only one recursive predicate for each formula and all directed edges have the same label P.

Example 2.
(s2a) P (x ,y ) : — A (x ,z)  A P (z,u )  A B (u ,y)
The I-graph is shown in Figure 2(a). If we renumber the variables, we have:
(s2b) P (x i ,y l ) : - A ( x 1,z 1) A P (z1,u 1) A B(u  1,3/1)

By unification of P (x i,y i)  in (s2b) with P(z,u) in (s2a), we obtain:
(s2b') P (z ,u ) : — A (z ,z i)  A P (z i,u i)  A B (u i,u )  

The 2nd expansion of (s2a) is (shown in Figure 2(c)):
(s2c) P (x ,y ) : — A (x ,z)  A A(z, z-A A P (z i,u i)  A B (u \,u )  A B (u ,y)

The second I-graph for (s2b’) is in Figure 2(b). The second resolution graph G2 in Figure 2(c) can be drawn by appending Figure 2(b) to 2(a). In Figure 2(c), the weight
from x to z\ is two. That means, in the second expansion of (s2a), x appears under the recursive predicate P in the consequent and iq appears in the corresponding position of the recursive predicate in the antecedent. We have Figure 2(d) by considering (s2c) as a formula by itself as opposed to a second resolution graph.

(«) (b)
Figure 1

D efin itio n  : Let’s consider a graph for the k-th expansion of a formula F. The k - th  reso lu tion  graph , Gfc =  (V, Eu 
, Ed, W, C) of F is defined recursively in the following manner.

• The I-graph of F is the first resolution graph.
• The k-th resolution graph, Gk (k > 2) of F isobtained from the (k-l)st resolution graph, Gk-1 , by the following process.

1. Form a k-th I-graph by renumbering variables in the original formula and then unifying with the (k-l)st expansion of F.
2. Append the k-th I-graph to the (k-l)st resolu­tion graph using common variables.

The k-th resolution graph retains all the arrows from the (k-l)st I-graph. Further, the k-th resolution graph is formed directly from the (k-l)st resolution graph with­out the need to actually form a resolvent. These retained directed edges give a better picture of the derivation.

This graph model is a powerful tool for explaining and formalizing recursive formulas. In the next section, we will introduce classes of recursive formulas based on this graph model, and will show compiled formulas and query evaluation plans for a representative query for each of these classes.

3 CLASSIFICATION OF RECUR­
SIVE FORMULAS

D efin itio n  : The d im en sion  (D ) of a recursive formula is the number of variables in the recursive predicate. If there are n variables in the recursive predicate, we call the formula an n-D recursive statement.
D efin itio n  : A variable in the recursive formula F (after k-th expansion) is a d eterm in ed  variab le for a given query if the value of the variable is given in the query
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or derivable from a query constant by selection and join operations over only the non-recursive predicates in the
(k-th resolution) graph. If x is a determined variable and L(...x..y..) is a non-recursive predicate, then y is also a determined variable [Hens 84].
Definition : Two variables vx and i>2 are connected if there is a path consisting of all undirected edges.
Definition : A non-trivial component (cycle) is acomponent (cycle) with at least one directed edge. Other­wise, the component (cycle) is trivial.
Definition : A non-trivial cycle is independent if it is not connected to any other non-trivial cycles nor to any other directed edges. Otherwise, the cycle is dependent.
Remark : We can compress several undirected edges into one edge in many cases. For example,

P (x ,y )  : —A (x ,u )  A B (x ,z )  A C (z,u) A P (u,y)
can be simplified to

P (x, y) : — A B C (x, u) A P (u ,y )
and the formula has two independent cycles. For more details and examples, see [Youn 88].
Definition : An independent cycle is one-directional if all the directed edges along the cycle have the same direc­tion. Otherwise, the cycle is multi-directional.
Definition : A one-directional cycle is rotational if there is at least one undirected edge as a part of the non-trivial cycle. Otherwise, the cycle is perm utational.
Definition : A one-directional cycle is a unit cycle.if the weight of the cycle is 1. A formula is a unit-cycle formula if there axe only disjoint unit cycles in the corresponding I-graph.

We will restrict the formulas so that any variable ap­pearing in the consequent also appears in the antecedent. Such formulas are called range restricted [Gall 84]. In the I-graph, if a variable used as a tail of a directed edge is not used as a head of any other directed edge nor is connected to undirected edges, the formula is not a range restricted formula.
We can classify recursive formulas as follows:
(A) One-directional cycles

(Al) Unit, rotational cycles (A2) Unit, permutational cycles (A3) Non-unit, rotational cycles (A4) Non-unit, permutational cycles (A5) Disjoint combination of different Ai’s
(B) Bounded cycles
(C) Unbounded cycles
(D) No non-trivial cycles

(E) Dependent cycles
(F) Mixed cycles: Disjoint combination of different classes 
Each class will be discussed in the following sections.

4 ONE-DIRECTIONAL CYCLES
In this section we view recursive formulas from two differnt approaches. One is from the graph model we described be­fore (syntactic view) and the other one is from the informa­tion passing and query evaluation point of view (semantic view).

4.1  U N I T  C Y C L E S
There are two differnt kinds of unit cycles, one is the class of unit, rotational cycles (class Al) and the other one is the class of unit, permutational cycles (class A2). A unit, rotational cycle is a unit cycle with at least one undirected edge and by recursive expansions, new variables will be generated for the recursive predicate. A unit, permuta­tional cycle is a self directed loop and by recursive expan­sions, no new variables will be generated for the recursive predicate.
Definition : A recursive formula is strongly stable if thedetermined variables of the recursive predicate in the con­sequent and in the antecedent occur in the same positions for any query.
Theorem  1: A recursive formula is strongly stable if and only if there are only disjoint unit cycles in the correspond­ing I-graph.

pf : («— ) A unit cycle can be a self directed loop (per­mutational) or a cycle with undirected edges (rotational). Recall, such a cycle has only one directed edge, and, since it is a cycle, must therefore have at least one undirected edge or be a self loop. In both cases, if a variable in the consequent is determined, then the variable in the same position in the antecedent will be determined, and no vari­ables in other positions in the antecedent will be deter­mined because all cycles are disjoint. By induction on the number of expansions, we can easily see that stability will be preserved for arbitrary numbers of expansions.
(— >) Suppose the graph is not stable because of a uni­form cycle of length two, say P (x, y) : — A(x, z) A P(y, z). A query in which only x is determined gives a determined variable z in a different position in the antecedent. A sim­ilar non-satisfactory query form can be found if the cycle is not one-directional or fails the stability condition in any other way. Thus, if the determined variables of the re­cursive predicate in the consequent and in the antecedent occur in the same position on arbitrary queries, then there are n disjoint connections and each connection is made be­tween variables in the same position of the recursive pred­icate in the consequent and in the antecedent. Therefore, there axe n disjoint unit cycles. □
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Thus we have equivalent syntactic and semantic char­acterizations for strongly stable formulas.
Remark : Note that this definition of strongly stable is stronger than that given in [Hens S4j. Here, the condition on determined variables holds for all query forms. From now on, we call a strongly stable formula simply a "’stable formula".
Example 3.

Theorem  2: If there is an independent, one-directional cycle of weight n in the I-graph for an n-D recursive for­mula, F, then

1. The formula becomes stable after each n expansions.

2. The formula can be transformed into an equivalent stable formula with multiple exits by unfolding ex­actly n times.
(s3) P(x, y ,z)  : — A (x , u) A B (y,v) A P (u ,v ,w ) A C(w,z)

The corresponding I-graph shows that there are three disjoint unit cycles. Therefore, (s3) is a stable formula. The compiled formula and the evaluation plan for the query P(a,b,Z) are the following respectively:
B k crAk

/ \E  , ur=i e
\ /Ck o B k

crAkA branch such as > means that Ak and B k are evalu- o B kated independently (we use for the join operation be­cause of the difficulty to use the symbol ”M”), and the re­sults are combined with E. We can find evaluation plans for other possible queries, e.g. P(X,b,c) and P(X,a,Z) in a symmetric way.
Query evaluation can be done in many different ways, but we are dealing on the higher level logical form so that the global query plan can be optimized.

Pf (1) : If two directed edges share a variable, we can assume there is a non-recursive predicate ’’EQUAL” be­tween the shared variable (this is only for the theoretical development). If there is a trivial cycle or if there is more than one undirected edge shared by the same variables, we can collapse them into a single undirected edge. There­fore, without loss of generality, we can assume that there is exactly one undirected edge (non-recursive predicate) between directed edges in the cycle of weight n. Let’s call the variables in the consequent x,, X2 , ■ ■ ■ xn (by the traver­sal order of the cycle) and the corresponding variables in the antecedent yt , y2, ...yn. In the first expansion, xn is con­nected to yi and no other y. For the following expansion, new variables z2, z2, ...zn will be produced and xn is con­nected with z2 and no other z. By induction on the number of expansions, we can easily find that after n expansions, x„ will be connected to the variable in same position and will not be connected to the variables in any other posi­tions.
pf (2) : From property (1), we find the cyclic behaviour of the formula. Generate the first (n-1) expansions of F and replace the recursive predicate in the antecedents by the exit relation and leave the n-th expansion of F as a new recursive formula. The new recursive formula with n exit relations is stable and produces the same answers as the original formulas. It is, in fact, logically equivalent to the original set. □

For formulas of this class, the compiled formulas are easily obtained and query evaluation plans for all possible queries are also easily found. For more details and exam­ples, see [Youn 88].
We now know that a formula, F, with an independent cycle of weight n become a stable formula after n expan­sions, and we can consider that the n-th resolution graph of F has n disjoint unit cycles. Sample rules are mentioned in the following sections.

4.2 T R A N SF O R M A T IO N S OF N O N U N IT
CYCLES IN T O  U N IT  CYCLES 4.3 N O N -U N IT , R O TATIO NA L CYCLES

Classes A3 and A4 consist of formulas with non-unit, one- directional cycles, either rotational or permutational. We call these cycles ’’transformable to stable cycles”.
If a formula is not stable itself, but can be transformed to an equivalent set of formulas which does represent stable 

recursion, the techniques of section 5.1 can still be applied. To that end, we show general methods by which (A3) and (A4) formulas can be so transformed.
For the moment, we assume that there is only one com­ponent in the corresponding I-graph for a given formula. Formulas with 2 or more components in the I-graph will be discussed later.

From the theorem 2, we know that a formula with a non- . unit, rotational cycle can be transformed to an equivalent unit-cycle formula.
Example 4.

(s4a) P(xi,x2,x3) : -  A(xi,y3) A B (x2,yi) A C(y2,x 3) 
A P(iJi,V2,y3)(s46) P(xi,x2,x3) : -  E (x i,x 2,x3)

There is an independent, one-directional cycle of weight 3 in the I-graph. The 2nd and 3rd expanded formulas are the following:
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(s4c) P (x i,X 2 , x3) : — A (x i,y3) A C(z2,y3) A B{x2,rj\) 
A A(yi, z3) A C(y2,x 3) A B (y2,2 i)  A P ( « i , i2,«3)

(sAd) P (x 1,x 2,x 3) : -  ^4(a?i, y3) A C{z2,y3) A P (22 ,« i ) 
A B(X2, J/i) A A (j/i , 23) A C( u2, z3) A C(i j2, x 3) 
A % 2 , 2 l )  A A (2 !,U 3) A P ( u i , u 2 , u 3 )

For the transformation to the equivalent stable for­mula, we need two more exit relations (s4a’) and (s4c’). These are found by replacing the recursive predicates in the antecedent of (s4a) and (s4c) with the exit relation E. With (s4d) as a new recursive formula and (s4b), (s4a’) and (s4c’) as exit relations, we have an equivalent stable formula that produces the same results as (s4a) and (s4b). The compiled formula is:

B (AB) (CAB)‘/ / /
U£, (.4CB)‘ - [ B  U A - E  U (AC)-E ]

\ \ \
C (BC) (ABC)1

and the evaluation plan for the query P(a,b.Z) is the fol­lowing:
a(ACB)k A {AC)

\ \ \
U£i [ E u  E - C  U E -  BC ] -  {ABC)k

I I I
a(BAC)k B (BA)

In the compiled formula, the notation ” A B ” indicates the connectivity of two relations and doesn’t indicate any particular order. In a query evaluation plan, however, or­der of the predicates is the actual order to be used in the evaluation process.

4.4 N O N -U N IT , PE R M U T A T IO N A L  C Y ­
CLES

From the theorem 2, we can easily see that a formula with a non-unit, permutational cycle can be transformed to an equivalent unit-cycle formula.
Example 5.

(s5) P (x ,y ,z ) : -  P (y ,z ,x )
The correponding I-graph shows that, there is a cycle of weight three. The formula can be transformed into a stable formula. But there is no non-recursive relation in­volved in the expansions, and after three expansions, the formula can not produce any new values (or tuples). We call such formulas bounded [loan 85]. Bounded formulas will not produce any new tuples (values) after certain ex­pansions regardless of the contents of the database. The 

above formula has no new variables in the antecedent; all the variables are from the consequent. This is called a ’’permutational pattern” to distinguish it from rotational formulas.
Theorem  3: A formula with a permutational cycle or disjoint combinations of such cycles is also permutational.

pf : A disjoint combination of permutational cycles is also permutational because there are no new variables in the recursive predicates. As soon as the formula becomes stable, it is in fact in its original form. □
Example 6.

(s6) P (x , y, z, u, v,w) : -  P(z, y, u, x, w, v)
Statement (s6) is a permutational formula, and there are three permutational cycles in the I-graph with weights 3, 1, and 2 respectively. We can easily see that the formula becomes stable (comes back to the original formula) after 6 expansions and will not produce new tuples by further expansions, therefore further expansions are meaningless.

4.5 G E N E R A L  PR O PER TIES
Theorem 4: A formula constructed by a disjoint combi­nation of one or more one-directional cycles can be trans­formed to an equivalent unit-cycle formula.

pf : If there are k disjoint independent, one-directional cycles Gi ,G2,...C?4 from a recursive formula, and the weight of the cycle for each G, is ct, the formula can be trans­formed to an equivalent stable formula by unfolding ex­actly L times, where L is the least common multiple of Ci > £2? ...Cfc. O
Example 7.

(s7) P (x ,y ,z ,u ,w ,s ,v )  : — A (x ,t)  A P (t,z ,y ,w ,s ,r ,v )  
A B (u ,r)

The corresponding I-graph has 4 one-directional dis­joint cycles of weights 1, 2, 3, and 1 respectively. We can easily see that the formula becomes stable after 6 expan­sions.
We should point out that there are other recursive for­mulas which may stabilize for particular queries but are 

not strongly stable and are not equivalent to a strongly stable formula.

5 BOUNDED CYCLES
In this section and the following section, we will discuss formulas that have multi-directional cycles. As we dis­cussed above, to be transformed into a stable one, a for­mula should have disjoint unit cycles after some expan­sions. As we can see by the following theorem, multi­directional cycles can’t be transformed into unit cycles. Therefore, formulas with multi-directional cycles can’t be transformed into stable formulas.
Theorem  5: An independent, multi-directional cycle can not be transformed to an equivalent unit-cycle formula.

pf: An independent, multi-directional cycle has at least one (possibly compressed) undirected edge whose two nodes
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each are used as the tail of directed edges. By the expan­sion of the resolution graph, the two nodes can never be split, and the resolution graph can't be expressed as dis­joint unit cycles (refer to the first theorem of section 5). Therefore the formula can't be transformed to a stable for­mula. □

Theorem  6: A formula constructed by a disjoint combi­nation of bounded cycles is bounded.
pf : All the disjoint components will be expanded in­dependently, and all the components are bounded. There­fore, the formula is bounded. □

Corollary 1: An independent cycle can be transformed to an equivalent unit-cycle formula (or is unit-cycle formula) if and only if it is one-directional.
pf: From the theorem 5. □

Definition : An independent cycle is called a bounded cycle if the weight of the cycle is 0.
Definition : The rank of a recursive formula is defined to be the smallest i such that the (i-t-l)st expansion and all succeeding expansions do not produce any tuple not found in the first i expansions.

Bounded formulas have been considered by many re­searchers for optimization [Naug 86] [loan 85] because af­ter certain expansions we do not need to generate further expansions of the formula nor do further query processing. General solutions providing the upper bound can be found in [loan 85] [Naug 86].

6 UNBOUNDED CYCLES
Definition : An independent, multi-directional cycle of non-zero weight is called an unbounded cycle.

Definition : A recursive formula is called bounded if and only if there exits a finite upper bound on its rank independent of the contents of the relations involved in the formula [loan 85].
Ioannidis’s Theorem  : Let F be a recursive formula with no permutational patterns. Then F is bounded if and only if the corresponding I-graph contains no cycle of non-zero weight. In that case a tight upper bound on the rank of the recursive formula is given by the maximum weight of any path in the I-graph [loan 85].
Example 8.

(s8) P (x ,y ,z ,u )  : -  A (x ,y)  A B{y1,u) A C(zi,ui) A P(z , y i , z i , u i )
We call bounded formulas, ’’pseudo recursion”. If a recursive formula is bounded, there is an equivalent finite set of nonrecursive formulas, e.g. (s8) has the upper bound 2 (from Figure 3), and will be expressed as nonrecursive formula(s) by replacing relation P in the antecedent by the exit relation E: Therfore, the formula (s8) can be expressed by equivalent nonrecursive formulas:
(s8a') P{x, y, z, u) : -  A(x, y) A B (y1,u) A C(zi,ui) A E { z ,y i ,z \ ,u x)
(s8b') P (x ,y ,z ,u )  : -  A (x ,y)  A B (y1,u) A C {zi,u1) A A(z,yi) A B (y2,u i)  A C(z2,u 2) A E (zu y2, z2,u 2)

x a  y

Vi
B

zi
Ml

Figure 3

Query evaluation plans for unbounded cycles axe more complicated than the previous cases.
Example 9.

(s9) P (x ,y ,z )  : — A (x ,y )  A B (u ,v)  A P (u ,z ,v )
The 1st and 2nd resolution graphs are in Figure 4. Let’s consider a query of the form P(d,v,v), where v stands for non-determined position (variables) and d for a determined position (constant), either from the query or from recursive predicates after some expansions. The evaluation process will be the following:
The first expansion (Figure 4(a)): The value of x is given and we can apply the selection operation to the re­lation .4 and derive values of y. There is no more selection or join operation possible. If there is no information avail­able, we will select the exit relation, E, (this strategy is the conventional technique) and derive all the tuples of E. Then we can apply the join operation with the relation B  to find values of z. The answer will be the Cartesian prod­uct (symbol ”X” will be used) of values of y and z. This evaluation step can be expressed as (cr.4) X (E  M B).
The second expansion (Figure 4(b)): The value of x is given and we can derive values of y as in the first expansion. There is no more selection and join operation possible. We will derive all the tuples of exit relation E. Then we can apply the join operation with B  to find common tuples (for variables ui and tq), and apply the join with B and .4 successively to find values of z. Evaluation steps wall be ( a A) X[ ( E M B)BA\.

x A V\j
(a)

x a  y

Figure 4
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Therefore, the query evaluation plan for P(d,v,v) can be expressed as:
aE , (aA) X (Ur=o [ (E  *  B )(B A )k ])

For a query of the form P(v,v,d), we have the following evaluation plan from the resolution graphs:
°E ,  (3 ur=0 [ ( A B f  (E  M B )})  A

The symbol ”3” is used for the existance checking for the immediately following expression. This means if there is any tuple (not empty) that satisfies the expression in the (3...), then all the tuples in the relation A  will be answers.
A general method for the unbounded formulas is not known at this time. But if we use the resolution graph, we can easily derive compiled formulas (or query evaluation plans) for individual cases.

7 NO NON-TRIVIAL CYCLES
In this section, we will consider components with no non­trivial cycles.
Theorem  7: A non-trivial component with no non-trivial cycle can’t be transformed to a strongly stable formula.

pf : (1) Suppose that there is only one directed edge. The head and tail of the directed edge are not connected to each other by any undirected edge(s). By induction on the number of expansions, the head and tail will never be connected.
(2) If there is more than one directed edge, there are two possibilities, (a) directed edges are one directional, (b) directed edges axe multi-directional. In case (a), there is a leftmost (or rightmost) node used as a tail of a directed edge. By induction on the number of expansions, the node will never be connected to any other nodes, and the for­mula can’t be transformed to a stable one. In case (b), we can prove as in the previous theorem. O

Corollary 2: A component with no nontrivial cycle is bounded.
pf : There is no cycle of non-zero weight in this compo­nent. From Ioannidis’s theorem, the component is bounded. □

Example 10.
(slO) P(x, y) : — B(y) A C (x,y-,) A P(x1.y1)
There are no nontrivial cycles in the I-graph for the formula (slO). If a query P(X,Y) is given, we can derive all the tuples from E(x, y), B(y) AC(x,.yi) A E (x2, J/i) by first expansion, and finally B{y) A C(x, yx) A B (yx) A C(xx, y2) A E (x2,y2). Further expansions wifi not produce any new tuples and the upper bound is 2 [loan 85],

8 DEPENDENT CYCLES
Although there are no complete general techniques devel­oped so far for this class, we will show by examples that the I-graph and the resolution graph can be very useful in planning query processing for this kind of formula.
Theorem  8: A formula with a dependent cycle can’t be transformed to a unit-cycle formula.

pf : (CASE 1) We already proved that an independent, multi-directional cycle can’t be transformed to a stable formula. Furthermore, any multi-directional cycle can’t be transfomed to a stable one. Indeed, any multi-directional cycle has at least one undirected edge (with two nodes, e.g. Xi and x 2), and xi and x2 are used as the tails of directed edges. To be stable, the nodes x x and x 2 should be disconnected, but will never be disconnected because later resolution graphs are obtained by appending the I- graph to the head of directed edges, and nodes xi and x2 will never be split. Therefore a dependent cycle with a multi-directional cycle as a subcycle or a dependent cycle with an undirected edge, whose two nodes are used as the tail of the directed edges is not transformed to a stable one.
(CASE 2) The same claim can be applied to a compo­nent with one undirected edge whose two nodes are used as the heads of the directed edges. On the next expansion, the two nodes of the undirected edge become the tails of the two directed edges, and from (CASE 1) we can easily find that the component can’t be transformed to stable.
(CASE 3) Let’s consider the dependent, one-directional cycle. Assume that there is an extra undirected edge that makes the cycle dependent. We can assume that the node (call the node x) of the extra undirected edge is used as a tail of one directed edge, and the other node (called y) is used as a head of one directed edge because we already mentioned the other possible cases. If the value of x is given on a query (only the value of one variable is known), then two variables are determined in the next expansion. On further expansions, there is no possibility that only one variable is determined. So the formula can not be transformed to stable. □

Corollary 3: A formula can be transformed to an equiv­alent unit-cycle formula if and only if it has only one- directional cycles.
pf: From the previous theorems. □

Remark :_ We have shown that the ’’semantic” and the ’’syntactic” definitions of strongly stable and transformable to strongly stable formulas are equivalent. Therefore, only one-directional cycles can be transformed to stable formu­las.
Example 11.
(sll) P (x ,y )  : -  A (x ,x x)  A B (y ,yx) A C {xi,yx) A P (xx,yx)

The corresponding 1st and 2nd resolution graphs for (sll) are in Figure 5. If a query form P(d,v) is given, from the second expansion, all the variables in the recursive
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predicate axe determined, and there is no non-determined part. The query evaluation plan for P(d,v) is the following. The symbol { } is used to express the parallel evaluation of relations.

A
oE , a A - C - B - E ,  a A - C - B -  { } - C - E , . . .

B
The simplified formula is

a E, a A  — C — B  — E,
A

U*ii A - C  -  B  -  [ { } - C } k - C - E  
B

x y x y

X 2  2/2

(a) (b)
Figure 5

9 MIXED CYCLES
In this class, we will consider disjoint combinations of dif­ferent classes.
Theorem  9: A formula constructed by disjoint combi­nation of one-directional cycles (class A) and components from other classes can not be transformed to a unit-cycle formula.

pf : All the disjoint components will be expanded inde­pendently (not connected),therefore we can see the prop­erty easily. □
The general method for this class is not known at this time. Further studies should be done on the formulas in this class. Using the resolution graph, we can derive compiled formulas or query evaluation plan for individual cases.
From the classification, we can find the following prop­erties of recursive formulas. Recall the various cases.

Theorem  10: If a formula P is constructed by a disjoint combination of { A2, A4}, then the tight upper bound of P is the least common multiple (L) -1 of the weight of all the cycles.
pf : After L expansions, the formula comes back to the original form. Therefore, the formula is bounded and the upper bound is L-l. □

Theorem  11: A formula constructed by a disjoint com­bination of {A2, A4, B, D} is bounded.

pf : Each component will be expanded independently, and all the components are bounded, therefore the formula is bounded. □
Remark : A formula constructed by a disjoint combination of bounded components will be bounded.
Theorem  12: The above classification is complete.

p f : Our analysis is done on each component. There are four possibilities on each component, (1) no non-trivial cy­cle, (2) one-directional cycles, (3) multidirectional cycles,(4) dependent cycles. There is no overlap between these classes. A Disjoint combination of cycles in the same class will be in the same class. A disjoint combination of the different classes will be in the mixed type class. Therefore the classification is complete with no overlap. O
Example 14.

(sl2) P(x, y ,z ) : — A(x, u) A B(y, v ) A C {u,v) A D(w, z ) 
A P (u ,v ,w )

The corresponding resolution graphs for the 1st and 2nd expansions axe in Figure 6. The formula is a disjoint combination of classes (D) and (Al). For a query P(d,v,v), we have the following.
incoming query : P(d,v,v)first expansion : P(d,d,v)second expansion : P(d,d,v)
For the remaining expansions, we have P(d,d,v). We can easily predict that pattern from the graph. If x is known, on the next expansion, u ,v  will be determined be­cause there is a connection between x and u,v. Following the first expansion, we have the same pattern (the length of the cycle period is 1). For all other possible queries for the formula (sl2), we can easily plan the query processing.
The evaluation plan for the query P(d,v,v) will be the following :

A
a E, U£o o A - C - B - [ { } - C ) k - E -  D k+1

B

At the first expansion, the evaluation is performed A  — C — B  to derive y and then, E  — D to derive z. From the second expansion, variables in the first and second posi­tion are determined and the query evaluation plan is sim­ilar to that of a two dimensional stable formula. Formula (sl2) becomes stable after certain expansions depending on the query forms. For a query form P(d,v,v), the formula becomes stable from second expansion, and for a query P(v,v,d), the formula is stable from the beginning. In general, the formula becomes stable after some expansion, but different from one query form to another query form. Formula (sl2) can not be transformed to a strongly stable formula. Our definition of strongly stable emphasized the query independent property. But after certain expansions, the query evaluation of (sl2) can be considered similar to that of stable formulas.
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Discovering a general compilation method for non-tran- sformable recursive formulas will be a difficult task. But we can apply the graph model and easily do planning based on the connectivity of relations.

10 FURTHER STUDIES

[Banc 86] F. Bancilhon, D. Maier, Y. Sagiv and J. Ullman, ’’Magic Sets and Other Strange Ways to Imple­ment Logic Programs”, Proceedings of ihe 5th ACM SIGMOD-SIGART Symposium on Prin­ciples of Database Systems, 1986.
[Gall 84] H. Gallaire, J.Minker and J. Nicolas, ’’Logic and Databases: A Deductive Approach”, Computing Surveys, Vol.l 16, No.2, June 1984.
[Han 85a] J. Han and H. Lu, ’’Some Performance Results on Recursive Query Processing in Relational Database Systems”, Proceedings of the 2nd in­ternational Conference on Data Engineering”, IEEE Computer Society, 1985.
[Han 85b] J. Han, ”Pattern-Basedand Knowledge-Directed Query Compilation for Recursive Databases", Ph.D Dissertation, Uni­versity of Wisconsin, Madison, 1985.
[Han 87] J. Han and L. Henschen, ’’Handling Redundency in Recursive Query Processing”, Proceedings of the ACM SIGMOD Conference on Management of Data, 1987.

We presented a classification of linear recursive formulas based on a graph model. Our analysis of the compilation and query processing of some interesting classes discloses that the formulas in each class share common characteris­tics in their compiled formulas and query processing plans. Therefore, it shows that the I-graph model is a valuable tool in the classification of recursive formulas and deriving planning mechanisms for recursive queries.

[Hens 84] L.J. Henschen and S. Naqvi, ”On Compiling Queries in Recursive First-Order Databases”, JACM 31(1), 1984, pages 47-85.
[loan 85] Y. Ioannidis, ”A Time Bound on the Materi­alization of Some Recursively Defined Views”, Proceedings of the 11th International Conference on Very Large Databases, Stockholm, Sweden, Aug. 1985.

Our study is confined to recursions consisting of single linear recursive formula. There are many other interesting studies on the processing of more general recursions, such as magic set method, the Alexander method, and Query- Sub-Query approach. However, we believe that the graph method provides a powerful tool in the study of behaviour of linear recursions in complex variable patterns. Once such behaviour is well understood, the compilation and further optimization can be explored in depth, which in turn will have strong impact on the further development of efficient recursive query processing methods.
Although the scope of this paper is limited to some classes of linear recursive rules, we believe that further exploration on unbounded cycles, dependent cycles, and mixed cycles will produce interesting results. Moreover, the exploration of the application of the I-graph model to the compilation of the multiple linear recursive rules, non-linear resursive rules and other kinds of recursion is another future research topic.
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