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Abstract

Providing concept level access to video data requires,

video management systems tailored to the domain of .

the data. Effective indexing and retrieval for high-
level access mandates the use of domain knowledge.
This paper proposes an approach based on the use of
knowledge models to building domain specific video
information systems. The key issues in such systems
are identified and discussed.

1 Introduction

The digital age along with the world wide web pro-
vides access to data on a scale that is unprecedented.
Most databases provide users with data access at a
very low-level. A user will have to deal with a sig-
nificant data overload and spend considerable effort
to get the information needed from the data available,
One approach to solving this problem is to provide
semantic search [13] and filtering capabilities. An
additional strategy to dealing with the problem of
data overload is to build domain specific information
systems, where the prior knowledge from the domain
is effectively utilized to provide higher-level semantic
access to the information.

The problem of data overload is exasperated in the
case of temporal multimedia streams like video. Mul-
timedia data management is an active area of research
which addresses the video management problem at
the base level. The next challenge in video manage-
ment is to build domain specific video management
systems, which can provide concept level access to
video data. A key component of such systems is
semantic video indexing.

This paper, examines the issues in semantic video
indexing and proposes a knowledge model to support
semantic indexing and retrieval techniques. Sports
video is the domain of choice and a basketball game
is used as an example. Section 2 presents the exam-
ple and provides the context for the rest of the paper.
Section 3 presents some of the issues in the design of
semantic video indexing systems and relates the is-
sues to existing research. Section 4 presents a knowl-
edge model for representing the various components
of the domain knowledge. Section 5 discusses some
of the inter-operability issues between multiple do-
main specific video systems. Section 6 summarizes
the discussion presented in the paper.

The following are the definitions of a few terms
used in the remainder of the paper.

Domain is defined as a sphere of knowledge, in-
Sfluence, or activity [11]. In the context of this paper
a domain is defined as a set of activities which are
related to each other and have a meaning attached to
them. Examples include Sports, News, Education,
Surveillance and Security etc. Videos from basket-
ball, football, soccer, tennis etc, would be considered
as domain instances within the sports domain. The
term video is used to include, the image-sequence,
synchronized audio and text transcript (closed cap-
tioning).

Indexing/Annotation: This is the process of pars-
ing the video and associating different segments of
the video to events in the given domain. This process
could be completely automatic (using a software al-
gorithm) or manual or human-assisted.

Semantic Video Indexing (SVI) is the use of prior
knowledge about the domain of the video data in the
indexing process. A system that uses SVI is called
Domain Specific Video Indexing System.
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2 Illustrative Example

A 3.00 minute segment of a basketball game between
the New York Knicks and the Miami Heat is used as
theexample. The segment is taken from the television
broad cast of the game. The video data is stored as an
MPEG 1 videofile. In this paper itisrepresented as an
annotated time line of events in Figure 2 (top). This
annotated representation uses five annotation tracks
namely, possession, event, player, speech and audio.
Each of these annotations are discussed below.

Possession: indicates which team is in control of
the ball at each point in the game. In this case it is
either the Miami Heat or NY Knicks or the ball is dead
(D).

Event: These are few of the possible activities in
a basketball game, that occurred during the chosen
3 minute example clip. The events in the example
include, 2 Missed-Shots, 2 Fouls, 2 Ball-Inbounds, 2
Scored-Shots and a free throw. In general there are
many more events that occur in a basketball game.

Player: This annotation records the name of the
player who was primarily responsible for the event at
the given time. For example, at 1:38 seconds into the
clip, Hardaway scored a successful basket. At 1:24,
the ball was in-bounded by an Unknown player.

Speech: This layer provides an index into the
speech table (table 1 (top)), which is a transcript de-
rived from the closed captioning that accompanies the
game. One of the key observations to be made here is
that, the speech (commentary) is almost totally unre-
lated to the visual activity going on at the time on the
court, except at points where events of interest occur
in the game.

Audio: This track captures the audio description
of the clip, this includes the other audio events in
progress in addition to the speech by.the commenta-
tors.

Shot Description: This track describes the shots
(continuous camera takes) [4] in the example clip.
The descriptions in table 1 (bottom) provide a visual
description of the activity in the shot. These descrip-
tions were derived by the author. The key observation
here is that the actual shots which carry the plays are
much longer than the ones which capture other visual
content.

Consider the segment of the game between min-
utes, 1:30 and 1:40in figure 2 (top). There was a shot
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scored by the Hardaway of the Miami Heat. A posses-
sion change is indicated on the possession track. The
event track shows that a shot scored event occurred
and the player track indicates that it was scored by
Hardaway. The speech track (table 1 (top)), shows
the commentator (Mike) saying: “Hardaway off the
dribble. Tim Hardaway creating his own shot, knocks
it down, hardaway now five of eight from the field”.

The shot table (table 1 (bottom) shot numbers 10 and -

11) show clips of Hardaway scoring the shot and a
close-up of Hardaway.

Consider the following scenario, while surfing the
web for basket ball related information a user hits the
NBA site maintained by ESPN [1]. Being a Miami
Heat fan, the user looks at the statistics of different
players. Impressed by Hardaway’s scores, the user
would like to access all game videos where “Hard-
away created his own shot off a dribble”.

A number of important video domains like surgical
training, assembly manuals, surveillance etc require
such high-level access to the data. A video database
which could support these types of a query would re-
quire semantic video indexing. The general problem
of video data management [4] and video indexing
[6] have been an active area of research for some
time. There are a few systems that are commercially
available which address the general problem of video
management [8]. However, semantic video indexing
and domain specific video indexing systems are a very
new research area. This paper examines the critical
issues in sematic video indexing, proposes a knowl-
edge model and list some of the future directions for
research in the area.

3 Design Issues

Given a specific domain of interest (like basketball),
there is a significant amount of prior knowledge about
the domain that can be used in the design of the
the indexing system that handles data from this do-
main. Using domain specific knowledge to support
fine grained queries (like the example in section 2)
gives rise to the following issues.

Automatic Indexing: How will the information
be captured? Dealing with video manually is an ex-
tremely cumbersome and tedious process even with
coarse grain indexing. As the granularity of indexing
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becomes finer, the cost of manual indexing becomes
prohibitive. Automatic data indexing algorithms be-
come extremely important in the design of a feasible
system.

Knowledge Representation: How will the do-
main knowledge be represented and used in the sys-
tem ? Examining a domain like basketball games,
reveals that it incorporates different kinds of knowl-
edge, suggesting the use of multiple representation
for different components of the domain knowledge
model. The domain knowledge can be used in both
the indexing and the querying aspects of the system.

In the remainder of the section we focus on the
automatic indexing issue. The goal is to to be able to
propose a knowledge model which can support this
class of indexing algorithms.

3.1 Automatic Indexing

Automatic Indexing is critical to the success of any do-
main specific video indexing system. There are sev-
eral automatic indexing algorithms [2, 3,9, 10, 14, 16]
which have been developed to extract low-level fea-
tures from video streams. All these indexing algo-
rithms use image-pixel data for feature extraction.
There has been other research efforts which use audio
processing, text and speech analysis to index video,
but so far none of these techniques have been used for
domain specific indexing.

Most of the indexing algorithms cited above use
the following key image processing algorithms in the
automatic indexing process.

Camera Motion Estimation and Compensation:
These algorithms recover parametric estimates of the
camera motion between consecutive frames in the
video. These parameters are used either to locate in-
dependently moving objects or to label the sequence
in terms of camera motion operations like pan-left,
pan-right, zoom-in, zoom-out etc.

Object Segmentation and Tracking Techniques:
Here objects of interest like ball, player etc are seg-
mented from the background based on color or motion
attributes. These objects are then tracked from across
the different frames of the video, to obtain an estimate
of the trajectory of the objects.

Line Detection: is used to detect structures of in-
terest in the scene like goal posts, markings on the
field etc. The algorithms incorporate operations like

edge-detection, edge-linking and edge-thinning.

Once these basic features have been extracted they
are filtered using domain knowledge to generate a
set of automatic-index-events. For example, if a the
basketball board detector has a positive response
between 1:30 and 1:40 in the example, and the track
of the basketball is within the vicinity of the board,
then a basket scored event can be annotated.

The automatic indexing algorithms use three types
of knowledge, namely, physical, cinematic and se-
mantic. Each of these types of knowledge is briefly
discussed below.

Physical Knowledge: This type of knowledge in-
cludes constraints derived from the physical environ-
ment in which the sport is played. For example, in
basketball this includes color of the ball, structure of
the backboard and basket.

Cinematic Knowledge includes the details on how
the particular sporing event is filmed and produced.
This includes the camera-motion, editing and camera
locations used in producing the video. Further details
on using cinematographic constraints can be found in

(4]).

Semantic Knowledge includes the knowledge
about the actual sport, the temporal structure of the
game, the rules of the games and other high level in-
formation about the sport. For example, a basketball
game has 4 quarters, with a 130 sec break between
Q1,Q2 and Q3,Q4 etc (figure 2 (bottom)).

A study of the various indexing techniques [2, 3,
9, 10, 14, 16] reveals that most of the techniques
rely very much on the physical and cinematic knowl-
edge to extract the features and event labels. These
labels are not related to the semantic knowledge of
the sport. Swanberg et al [15] and Zhang et al [17]
have proposed the use of a temporal domain model
for news. However, in the case of news videos the
unconstrained nature of the content precludes the use
of strong semantic knowledge models. In the case
of sports, the use of such knowledge models is very
appropriate and can be used effectively to index the
video at a much higher level. The knowledge model
proposed in section 4 provides a structure for repre-
senting domain knowledge.
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4 The Knowledge Model

The core of a domain specific video indexing system
is the knowledge model, analogous to the data-model
in a generic database system. This section presents a
structure for representing the knowledge model and
examines the different components with reference to
the basketball domain. Explicit knowledge represen-
tation has been recognized as the key to dealing with
domain specific problems in the artificial intelligence
community [12]. Figure 1 shows the overall struc-
ture of the knowledge model. The knowledge model
includes the semantic, cinematic and physical world
model. Each of these are discussed below.

Semantic Model: The semantic model represents
the high level knowledge in the given domain. The
semantic model includes several sub-models. The
choice of the sub-models and the exact knowledge
representation scheme used is dependent on the do-
main and the nature of queries that need to be sup-
ported by the system. For example in basketball (7]
we could represent, the game model using a temporal
representation scheme, the violations and foul rules
can be represented using a rule-base and the structure
of the team can be represented using a hierarchical
object oriented model. In the case of video, the tem-
poral game-model is the most important sub-model
and is discussed below.

Finite State Game Model: Team sports like bas-
ketball, soccer, baseball etc [7] are structured activi-
ties which lend themselves well to finite state model-
ing (FSM). Figure 2 (bottom) represents the top-level
FSM of a basketball game. Q1,02,03 and Q4 repre-
sent the 4 quarters of the game. OT represents over
time. The labels on the arrows indicate the events that
cause transitions. Figure 2 (bottom inset) also shows
the level 2 FSM of Q3. This represents the game
at a finer level of detail. Depending on the system
requirements, the model can be expanded represent
finer details of the game.

Instancing the Game Model: The game model rep-
resents the game at an abstract level. In the case of
a particular video, the FSM has to be instantiated by
linking each state of the model to one or more time in-
tervals within the instance of the video. This is shown
in figure 2 (bottom) by the arrow.

Using the Game Model: The FS game model can
be used for the purpose of browsing a video and for the
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purpose of prioritizing operators during the indexing
process. Swanberg et al [15] have discussed the use
of a FSM but only for the purpose of matching a given
state to a potential video segment.

Cinematic Model: The cinematic model [4] rep-
resents the prior knowledge about how the game is
captured on video. The sub-models shown in figure
1 include the composition and imaging models. The
imaging model includes details of the number and lo-
cation of the camera and microphones used to record
the game as part of the camera geometry model. The
camera motion model includes, the details of the cam-
era operations used to film the game. For example,
Saur et al [14] use the camera panning patterns to
infer events in the video stream. The composition
model deals with the switching pattern between cam-
era’s to generate the final version of the video. For
example, in basketball games the duration of camera-
takes of normal play states tends to be much longer
than the duration of other camera-takes. This can be
seen by comparing the duration of shots 10, 12, 19,
20 with other shots in table 1 (bottom).

Physical World Model: This model incorporates
the knowledge of the physical world. The environ-
ment model includes knowledge about the court di-
mensions, court color, backboard and basket. struc-
ture and several such aspects. The environment model
includes only the static (more permanent) aspects of
the physical world. The object model includes de-
tails about the players (uniform colors, motion pat-
terns, approximate physical dimensions, etc), ball
(color,shape, speeds, motion patterns). This knowl-
edge is used in performing low level operations like
player segmentation, ball tracking etc (3, 2].

The knowledge model can be instantiated for every
new video that is indexed. The population of vari-
ous sub-models in the knowledge model can be per-
formed both manually and automatically depending
on the types of indexing algorithms. Architectures
which facilitates such annotation activity have been
explored in literature [5]. Depending on the nature of
the application, sub-models included in each model
and the knowledge represented in each sub-model can
be varied. For example, in the case of domain specific
indexing system, that is meant to support coaching,
the semantic model can incorporate the player skill
model and the player position model [7].

The knowledge model presented above addresses
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the indexing issues presented in section 3. The use
of the FS game model allows for queries which are
regular expressions in terms of the states of the model
which translates to higher level user queries. The
knowledge represented in the knowledge model can
be used in the automatic indexing algorithms. The
use of explicit representation of the knowledge sepa-
rates out the details of the particular domain from the
automatic indexing algorithms. For example, if the
uniform colors of a team change, this can be changed
in the knowledge model while keeping the rest of the
system intact.

S Inter-operability Issues

The previous sections introduced and discussed vari-
ous issues involved in semantic video indexing. This
section discusses the issues involved in interoperabil-
ity of domain instances. For example, consider the
domain of Sports Video with two domain instances
namely, basketball and soccer. The inter-operability
issues across domain instances include portability of
indexing techniques, portability of knowledge mod-
els etc. The most important challenge is that ‘the
domain-specific nature of the underlying informa-
tion management systems should be transparent
to the user ’> (human or software agent). In other
words, different domain instances within a given do-
main should present a standardized common user in-
terface. The rest of this section focussed on this issue.

5.1 Common User Interface

Given two domain instances, (like basketball and soc-
cer), the the goal of the common user interface is to
allow an application to query and retrieve data from
both the domain instances using a single language.
This requires that the two information management
systems use a common frame work for representing
their domain events. Section 4 proposed the use of a
Finite State Model to capture the events and the rela-
tionships within a domain instance. The same finite
state model frame work can also be used to ensure
that two domain instances present a common user
interface. '

Basketball and Soccer are used as examples to ex-
plore the issues involved with designing common user

interfaces across domain events. Figure 2 (middle) il-
lustrates how domain events from both basket ball
and soccer can be grouped under abstract event cate-
gories. The abstract categories used in figure 2 (mid-
dle) are temporal structure, fouls and violations, play
strategies, play starting rules, scoring patterns and
other events. These categories do not cover the en-
tire set of events in the two domain-instances and are
intended only to illustrate the use of abstract event
categories (AEC). An application which uses these
AECs will be shielded to a large extent from the spe-
cific nature of the events in each of the individual
domain-events. The idea of using AECs to design
a common user interface also raises several issues
about measuring the efficacy with which the AEC
covers domain-events in the two domain-instances
and other issues which are beyond the scope of this
presentation.

6 Conclusion

Semantic access to video requires the use of do-
main knowledge both in the indexing and retrieval
processes. This paper examined the issues involved
in the design of domain specific video management
systems and identified automatic indexing and knowl-
edge modeling as the key components of such sys-
tems. The paper proposed a knowledge model for
domain specific indexing and a FSM based temporal
game model for basketball. The paper has also identi-
fied common user interfaces as a key requirement for
ensuring inter-operability between domain instances
and proposed the use of Abstract Event Categories as
an approach.

Although the discussion in this paper has been fo-
cussed on the domain of Sports Videos, the approach
to the problem and the ideas presented here can be
extend to other data types and to other domains.
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Figure 1: The Structure of the Knowledge Model
showing the semantic, cinematic and physical world
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Time Speech Transcript from Closed Captioning

2 {0:30-1:.00 >> John: Starks wide open, of course nobody saw him, he was downcourt
quickly. >> Mike: Johns on has mourning on him, mourning with two
fouls, crowd urging johnson to take mourning. Kicks it out, childs
thebaum movement, houston a three. Too far, hardaway getting it on
the rebound. Murdock all the time,that three-pointer will not go, alonzo
mourning and starks called for the reach-in foul. Two fouls now on starks.
3 | 1:00-1:30 >> John: Yes, it has that look, that’s for sure. Mourning gets the
good bounce and starks trying to stop him commits the foul. >> Mike:
Cummings will sit down, after playing eight minutes, didn’t score, two
rebounds, oakley back in. Approaching the midway point of the second,
knicks trailing by five, they’ve been down by as many as eight. Hardaway
off the dribble. Tim hardaway creating his own shot, knocks it down
hardaway now five of eight from the field.

4 | 1:30-2:00 >> John: Can’t play good defense on a player like hardaway by having
to run at him when ehe gets the ball. Just going to go by you and get a
jump shot as he just did. You’ve got to stay closer to him. >> Mike:
Johns on gets it and he’s fouled. Childs threading the needle on that pass.

Time Visual Content Description

6 | 0:55-1:02 Player who committed foul (John Starks)

7 | 1:02-1:13 Replay of Foul

8 | 1:13-1:14 Substitution (Player Walking Out)

9 { 1:14-1:18 Substitution (New Player Walking In)

10| 1:18-1:33 Play,Knicks Basket in view, shot scored by Hardway

11| 1:33-1:35 Player who scored the shot (Hardaway)

12| 1:35-1:46 Play Ball being moved by Knicks towards the Heat Basket ends with foul
committed by Heat

13| 1:46-1:51 Player who was fouled (Johnson)

14| 1:51-1:54 Player (Johnson) getting ready for free throw

151 1:54-2:01 Heat player talking

16 2:01 - 2:07 Player (Johnson)getting ready for free throw (bouncing the ball)

17] 2:07-2:11 Free throw being attempted by Johnson

181 2:11-2:19 Player (Johnson) getting ready for next free throw

194 2:19-2:33 Play Free throw complete, ball in-bounded and moved towards Knicks
Basket

20| 2:33-2:51 Play Heat advance toward Knicks Basket. Basket scored by Mashburn
21] 2:51-2:55 Player (Mashburn) walking back

22| 2:55-3:00 Play Knicks moving the ball towards the Heat Basket

Table 1: The Speech and Video Shot annotation tracks for the 3 minute segment of the basketball game
between the NY Knicks and the Miami Heat. The Time column is the offset (in minutes) into the video.
Top Table: This is the closed caption transcript of the speech during the 3 minute video clip. Bottom Table:
Visual Content Annotation of the scenes
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Figure 2: Top:The annotated representation of a 3 minute basketball video segment. Middle: Abstract Event
Categories across two domain-instances. Bottom The semantic model of a basketball game.
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