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Abstract e new business strategies, such as event-driven supply
chain management and zero-latency enterprises, de-

The Databases and Distributed Systems Group at Tech- pend on the timely dissemination of information and

nische Universidt Darmstadt is devoted to research in  business events.

the areas of data management middleware and reactive,

event-based systems. Special emphasis is placed on han-

dllng the flow of data and events in a Variety of environ- The basic premise under|ying our work is that infor-
ments: publish/subscribe mechanisms, information digration flows and is no longer confined to repositories.
semination and integration, ubiquitous computing, peerherefore, traditional pull-based access mechanisms to
to-peer infrastructures, and a variety of sensor-based s¥ggnant data are no longer sufficient. In addition, a reli-
tems ranging from passive RFID infrastructures to actile infrastructure for management of streams of data and
wireless sensor networks. A special concern is placed @fents is needed. The importance of this infrastructure
non-functional aspects of the middleware, such as perfgyil increase as we move to a world populated by huge
mance, scalability and security, where members of ogounts of interconnected devices with different capabil-

group are involved in the definition of the SPEC family ofties that will react and automate processes on our behalf.

benchmarks for J2EE (SPECjAppServer200x) and JMS. This research survey is organized into 3 sections: Data

Dissemination, Peer-to-Peer meets Pub/Sub, and Perfor-

1 Introduction mance modeling.

The work in the group is based on several observations
derived from the convergence of technologies: ) ) )
2 DataDissemination
¢ the deployment of smart devices requires the contin-
uous monitoring of events and context data for theB

. . ata dissemination is one of the core problems in mon-
correct interpretation; P

itoring applications ranging from RFID-based logistics

e the miniaturization of sensors and their ubiquito,@d warehouse control to ambient intelligence. ~ We
deployment will result in massive amounts of sensb@ve Qeveloped solutions based on the Publish/Subscribe
data that must be processed, often under real-tifg@radigm and have extended the basic content-based rout-
constraints: ing to accommodate heterogeneity, and developed com-

position mechanisms for subscriptions (filters) and notifi-

e the heterogeneity of resources of the participatiri@tions (data and events). We have addressed quality of
nodes and their unstable connectivity leads to mixegervice and management issues through the development
mode systems with special needs with respect to céf-middleware-mediated transactions and scopes. We pro-
sistency, availability, security, etc.; vided for reactive capability that is modular and com-

posable at the subscriber end, and are currently extend-

e huge distributed systems must be capable of deteictg the publish/subscribe notification system to accom-
ing and correcting failures and return autonomousipodate mobility [14], deal with context information [29],
to stable operation; and provide some basic security [13].
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2.1 Routing strategies point-based timestamps of a single central clock. These

o ] assumptions are invalidated by the inherent characteris-
We developed a notification service framework called R o5 of distributed environments. Therefore, the event oc-

BECA. It basically offers a distributed event notificationy,rrence time must be considered to be indeterminate to
service to which applications and other system servicgsme extent. As a consequence, time indeterminacy must
are connected as clients. These clients act as produgf$efiected in the time model and explicitly recognized
and consumers of notifications. The notification servicg, 4 reported when composing events in distributed and
itself is an overlay network in the underlying system, COleterogenous systems [19].
sisting of a subset of nodes connected in a network Of\ye haye huilt an event aggregation service that is based
event brokers. The brokers receive notifications, filter aq)(;i1 the principles of components and containers [9]. Con-
forward them in order to deliver published notifications tQ,iars control the event aggregation process while com-
all attached consumers having a matching SUbSCriptionponents define the event operators logic. As mentioned
We carried out several experiments on top @BRCA.  pefore, the aggregation service is treated like any other
They show that in large-scale systems, more advanc&fhnt consumer that can subscribe to events, it aggregates
content-based routing algorithms must be applied [23hem and finally publishes the aggregated event. The han-
Those algorithms exploit commonalities among subscrlanng of time indeterminacy and network delays are en-
tions in order to reduce routing table sizes and messagfsulated in such a container.
overhead. We have investigated three of them, ide”tity'AdditionaIIy, in many cases the traffic of messages

based routing, covering-based routing [6], and mergingihin 4 notification service can be reduced by applying
based routing [22]. Identity-based routing avoids fOkjers. For this purpose a framework for filter definition
warding of subscriptions that match identical sets of Ns nger construction. These filters can simply discard
tifications. Covering-based routing avoids forwarding qf, ,ents according to some pattern (one in ten), or by plac-
those subscriptions that only accept a subset of notifiGag them close to their source where a straightforward
tions matched by a formerly forwarded subscription. Notg,ysis of relevant changes (for instance, the analysis of

that this implies that it might be necessary to forwarggy|ar events signaled by a temperature sensor) is carried
some of the covered subscriptions along with the unsyfj;;.

scription if a subscription is cancelled. Merging-based
routing goes even further. In this case, each broker can ] )
merge existing routing entries to a broader subscriptiod,3 Data integration
i.e., the broker creates new covers. . .
In a realistic environment events are produced at hetero-

_AdverUsements_cgn be used as an add_|t|onal MeC&heous/diverse sources. These events encapsulate data,
nism to further optimize content-based routing. They a

filters that are issued (and cancelled) by producers to in- ich can only be properly interpreted when suifficient

. - . . S ntext information its inten meaning is known.
dicate (and revoke) their intention to publish certain klnqpo textinformation about ts intended meaning is kno

e . . - ﬁ eneral, this information is left implicit and as a conse-
of notifications. If advertisements are used, it is sufficient 9 P

. . uence, it is lost when data/events are exchanged across
to forward subscriptions only into those subnets of tf] 9

broker network in which a producer has issued an ov Istitutional or system boundaries. Combining or inter-
P reting data from different sources leads inevitably to

lapping advertisement, i.e., where matching notifications . . :
i ) oblems if the meaning of terms is not shared.
can be produced. Advertisements can be combined . .
n the context of notification services, consumers need

allrouting algorithms discussed above:. to know about the content of the events/messages that are
being exchanged in order to express their subscriptions.
2.2 Filtersand composition That means, that consumers must know details about the
representation and assumed semantics of message con-
Events can be either primitive or composite. In most pratent. Today, notification services do not support this leav-
tical situations primitive events, e.g. events detected g required information about data semantics implicit.
basic sensors or produced by applications, must be candithout this information event producers and consumers
bined. Usually, this composition or aggregation relies aare expected to fully comply with implicit assumptions
an event algebra that may include operators for sequenemde by participants.
disjunction, conjunction, etc. The approach we have taken solves this problem by
However, these event algebras and consumption pgiroviding a concept-based layer on top of the delivery
cies depend on a total order of events and are basednoechanism [7]. This layer provides a higher level of ab-
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straction in order to express subscription patterns anddabdata but also on the proper reaction to those events.
publish events with the necessary information to suppdrhe Event-Condition-Action rule (ECA-rule) approach
their correct interpretation outside the producers’ bounfits very well in this context, but does not always require a
aries. This was achieved by relying on the MIX modédlll-fledged database support. We decomposed the tradi-
[3, 4] for the representation of data (i.e., event contentjonal processing of ECA-rules (typically embeddedin ac-
MIX directly supports data integration by making the cortive databases) into its elementary and autonomous parts
cept of semantic context (i.e., the explicit description ¢8]. These parts are responsible for event aggregation (see
implicit assumptions about the meaning of the data) as@ction 2.2), condition evaluation and action execution.
conversion functions (which allow the automatic convefrhe processing of rules is then realized as a composi-
sion of data/events from different sources to a commdion of these elementary services on a per rule basis. This
context) first class citizens of the model itself. composition forms a chain of services that are in charge
of processing the rule in question. These elementary ser-
. . vices interact among them based on the notification ser-
2.4 Multi-hop transaction support vice. As mentioned before, the reactive service is treated

In distributed settings, the application process typicallike any other event consumer that can subscribe to events.
spans multiple transactional information systems. Groupthen events of interest (i.e. those that trigger rules) are
ing the information access into a single distributed trangotified, the corresponding rule processing chain is auto-
action requires resources to be locked for the duration®gtically activated. Elementary services (i.e. action exe-
the transaction and termination must be coordinated bywtion) that interact with external systems or services use
2-phase-commit protocol. While this approach is realizédug-insfor this purpose. Besides that, plug-ins are re-
in standardized and commonly applied middleware s&pPonsible for maintaining the semantic target context of
vices [24], the applicability thereof is restricted to tightljjhe system they interact with making possible the mean-
coupled systems and thus is not suitable for the integfagful exchange of data. This service is used in the context
tion of autonomous components. of online meta-auctions [5], the Internet-enabled car [10]
In the event-based architectural style the event produ@d an RFID-based supply chain scenario as well.
is decoupled from the event consumer through the me-
diator. Therefore, any transaction concept in an evenj- :
based system must include the mediator. On the otr?e'r6 Scoping
hand, applications will be implemented in some (objecbespite the numerous advantages offered by the loose
oriented) programming language. The challenge is thegupling of event-based interaction, a number of draw-
fore, to combine notifications with conventional transagacks arise from the new degrees of freedom. Event sys-
tional object requests into middleware mediated transaems are characterized by a flat design space in which sub-
tions (MMT) [21]. MMTs extend the atomicity sphere ofscriptions are matched against all published notifications
transactional object requests to include mediators and¥githout discriminating producers. This makes event sys-
final recipients of notifications. tems difficult to manage. A generic mechanism is needed
In order to integrate producers, mediators and sufer control the visibility of events, e.g. for security rea-
scribers, a more flexible transactional framework was dsons, and for structuring sets of producers and consumers,
veloped [20]. This framework provides the means to cogxtending visibility beyond the transactional aspects (as
ple the visibility of event notifications to the boundal‘iepresented early in Section 2.4). Operational controls and
of transaction spheres and the success or failure of (paftanagement tasks can then be bound to these structures.
of) a transaction. It also describes the transactional conScopes [12] allow system engineers to exert explicit
text in which the consumer should execute its actions. déntrol on the event-based interaction; it is a functional-
specifies the dependencies between the triggering anditherthogonal to the different layers of a notification ser-
triggered transactions, dynamically spanning a tree of ifice. We see scopes as the means by which system ad-
terdependent transactional activities. ministrators and application developers can configure an
event-based system. Scopes offer an abstraction to iden-
tify structure and to bind organization and control of rout-
ing algorithms, heterogeneity support, and transactional
Emerging trends like, event-driven supply chain marpehavior to the application structure. They delimit appli-
agement, the zero-latency enterprise, or ambient intelliation functionality and contexts, controlling side effects
gence applications depend on the timely disseminatiand associating ontologies at well-defined points in the

2.5 Reactive capabilities
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system. This is of particular importance as platforms ofiost cases, P2P systems are laboriously handcrafted and
the future must be configurable not only at deploymeatposteriori their behaviour might be studied. We have ap-
time but also once an application is in operation. We hapeoached the building of QoS aware P2P systems from a
introduced scopes in two different environments such database point of view [2]. In a first step, nodes with cer-
the J2EE platform [11] and Wireless Sensor Networkain quality attributes (e.g. 90% availability) are declar-
[27, 26]. atively selected from a node database. In a second step,
a parameterized topology is selected, according to which
the nodes will be connected. This tool allows us to con-
3 Peer-to-Peer meets Pub/Sub figure new P2P networks with different quality attributes
and topologies with a few lines of code [1]. While the
The convergence of technologies we alluded to in thgesent system represents progress in the right direction
introduction and our interest in non-functional propeand allows us to easily build P2P systems with nodes of
ties, such as scalability and robustness, also pushed ugéfividual QoS characteristics, it is still a long way to pre-

look at the question: what happens if you try to combingicting global QoS, which is the subject of ongoing work.
the behaviour of a publish/subscribe system with the re-

silience of a peer-to-peer substrate. This question d
not only have academic appeal as can be seen fromci? The Rendezvous problem

gaming scenario we use both as a motivation and for 1grmany distributed applications, pairs of queries and val-

quirements. ues are evaluated by participating nodes. Examples in-
clude keyword searches for documents, selection queries
3.1 Gaming asamotivation on tuples, or matching of filters and natifications in pub-

lish/subscribe systems. In a distributed system the key
The gaming industry is about to surpass the movie indusdestion is: where should the evaluation take place and
try in total revenue. One of the fastest growing branchésw can data movement be minimized. Work on this
is the one of massive multi-player online games. MMOGgeneric problem in the P2P context resulted in the bit-
muster followings of several hundred thousands of plagipper approach [28], which deduces from the coding
ers who subscribe on a monthly basis to play over yeasheme, at which node of a distributed system query and
in a virtual world divided into shards. In the currentlata (or filter and notifications) should optimally meet.
client/server architectures, technical limitations imposeTde bit-zipper is provenly optimal (in terms of messages
limit of about 7 000 players per game server. One of tleent) for problems in which all pairs of queries and data
huge intangibles when launching such a game is the suwust be evaluated. Where flooding to N nodes was
cess rate. If the success rate is estimated too optimigtieviously the only fall-back, the bit-zipper needs only
cally, a huge investment in infrastructure is wasted; on tki&+/N). Ongoing research is looking at lower and up-
contrary, a pessimistic estimate may lead to sluggish pper bounds and further generalizations in the processing
formance and the loss of favour in the gaming communityf queries in P2P systems.
An interesting solution is to develop MMOGs on a P2P in-
frastructure. This idea exploits the fact that gamers tend to . .
have state of the art hardware and communications. Mk Performance M odeli ng, Anal yss
grating MMOGs to a P2P platform implies pushing game and Prediction
events to many servers under controlled conditions and

raises many qua}lity of service issues: latency, robu_stne,@l%dem applications are typically built on highly dis-
scalability, consistency of the game states, security, &iGyted, multitiered platforms that are deployed in hetero-
We have been looking at many of these issues from t§gneous environments. The complexity of such systems
perspective of how to control cheating in a gaming enviakes it difficult to anticipate the performance of a given
ronment without central controls [15]. deployment. Load testing and benchmarking is quite use-
ful for the identification of bottlenecks, however, it is im-
3.2 Building P2P networks with controlled practical and costly since a deployment environment like
QoS the final application deploymentis required. For any kind
of extrapolation or decisions earlier in the design cycle,
One of the biggest challenges in the P2P community performance models are needed. The Databases and Dis-
to build systems with controlled quality of service. Irributed Systems Group is active in both areas, for tradi-
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tional enterprise applications as well as notification ser-The long-term goal is to develop both analytic models
vices and event-based systems. and simulators for event-based asynchronous interactions
and calibrate and validate them against a large application

4.1 Enterprise applications scenarios reflected in an industrial strength benchmark.

As members of the SPEC Java Subcommittee we

have been actively involved in developing the SPEC%—‘CknOWledgementS

jAppServer family of benchmarks for the J2EE platform ) o

[25]. This has also allowed us to calibrate and validat¥e would like to acknowledge the contributions of the

our performance models against large-scale deploymef{&ny present and past members of the Databases and

of the benchmarks [16, 17]. Distributed Systems Group who helped shfape the present
The performance models that were developed in th@S€arch and whose results we summarized: Jose An-

group are based on traditional queuing networks [16] afgfiM: Mar!o Antolini, Stefan Behnel, Christof Boraid,

on queuing Petri nets [17]. The QN models are quil%'lvana D’Cristofaro, Ludger Fiege, Cristian Fiorentino,

accurate for modelling throughput, however, they suff&€!ix Freiling, Pablo Guerrero, Alejandro Houspanou-

from certain drawbacks when modelling response timga: Kai Juse, Dimka Karastoyanova, Roger Kilian-Kefr,
hristoph Liebig, Matthias Meixner, Gero Wil, Diego

QN models are suitable for modelling active resources X ) . :
such as CPUs, but are inadequate to model software cBgimisano, Kai Sachs, Sebastian Salvucci, Jan Stefan,

tention, as they do not provide any means for modellin€Siey Terpstra, Bh Weis, Andreas Zeidler. Thanks
synchronization. This problem can be solved by usi also to previous doctoral students who helped s_et the
QPN-based models. QPNs insert queues in the placeS$§9€ and the many master students who made their con-
a Petri net and provide a good tool for modelling synchrdoutions and life so enjoyable.

nization. However, they suffer from the common problem

of state space explosion.

The solution was the development of a simulator bas@efer ences
on QPNs. This simulator has been calibrated against a
alytical models where possible and against a wide ran
of deployments of the SPECjAppServer2004 benchmark.
These deployments include both commercial as well as
open source J2EE platforms on individual servers as well
as clusters [18].
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