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Editor’s Notes 
 

Welcome to the September 2014 issue of the ACM SIGMOD Record!  
 
The issue opens with a Database Principles article by Deutsch, Hull, and Vianu on automatic verification 
of database-centric systems. This work is motivated by the observation that the emerging high-level spec-
ification tools for database-centric systems provide a natural target for verification. The results described 
by this article suggest that verification may indeed be feasible for significant classes of database-driven 
systems, specifically under the two representative models of business artifacts and database-driven web 
services where restrictions can be placed to guarantee decidability of verification. The article concludes 
by outlining several directions for future work, including both theoretical and practical aspects. This arti-
cle introduces the reader to an important research topic, and also facilitates future research at the conflu-
ence of database and computer-aided verification areas.  

The Research and Vision Articles Column features an article by Guo, Jensen, and Yang on data manage-
ment issues in the transportation sector. The article is driven by the vision that continued proliferation of 
sensors and mobile devices, combined with the drive towards open data, will result in rapidly increasing 
volumes of transportation data. Furthermore, efficient and effective analysis of “big transportation data” 
will enable people to extract new, important transportation knowledge. Towards this goal, this article 
describes the transportation data, presents key challenges related to the extraction of thorough, timely, and 
trustworthy traffic knowledge to achieve total traffic awareness, and closes by outlining the services that 
will be enabled.  Overall, this article provides a good introduction to big transportation data, with the aim 
to motivate more researchers to work on the related data management problems. 
 
The Surveys Column features two articles. Braganholo and Mattoso provide a survey on XML fragmenta-
tion. This is a key issue in distributed (e.g., MapReduce) processing where large volumes of XML data 
are split into pieces and distributed to different compute nodes, and queries are split accordingly to exploit 
parallel processing. However, there is no consensus in the database literature on what an XML fragment 
is. This article surveys different XML fragmentation techniques, discussing their features and highlighting 
their limitations. Such discussion will enable the XML user to choose the appropriate technique based on 
the target query-processing scenario. The second article, by Santos, Bernardino, and Vieira, surveys Da-
tabase Intrusion Detection Systems (DIDS). It presents a variety of existing intrusion detection tech-
niques, and discusses how these IDIS are applied in each database context, pointing out their weaknesses 
given typical user workloads and characteristics of the environment. This discussion is followed by the 
identification of a set of challenges and opportunities, as well as requirements and guidelines to drive the 
development of new or improved DIDS. 
 
The Systems and Prototypes Column features an integrated system for mining, querying, and managing 
Web document corpora, developed by Mousavi, Atzori, Gao, and Zaniolo. This system is designed for 
Wikipedia’s InfoBoxes, which provide the main knowledge source for many applications on the Web 
while suffering from incompleteness, inconsistencies, and inaccuracies. To overcome these problems, the 
proposed system integrates the IBminer system that extracts InfoBox information by text-mining Wikipe-
dia pages; the IKBStore system that integrates mined text with other sources to build a knowledge base; 
and a user-friendly interface that supports knowledge editing and query-by-example functions needed for 
managing a knowledge base. 
 
In the Research Centers Column, Kemper and Neumann outline the research agenda of the database group 
at Technische Universität München (TUM). The research at TUM has a long-tem goal of developing a 
high-performance database engine that unites OLTP and OLAP into a single system. For this purpose, a 
hybrid main memory database system, called HyPer, has been developed. HyPer supports both OLTP and 
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OLAP applications on the same database state by exploiting the OS/processor-support for virtual memory 
management. This article describes the key design choices and reviews recent work on a variety of topics, 
including NUMA-aware many-core parallelism, in-memory database compression, indexing on main-
memory databases, and lock-free synchronization by hardware transactional memory. This line of re-
search has led to a number of awards granted to the members of the TUM database team. 
 
This issue features two event reports. First, it is our pleasure to include the Beckman Report on Database 
Research. Every few years a group of database researchers meet to discuss the state of database research, 
its impact on practice, and important new directions. This report summarizes the discussion and conclu-
sions of the eighth such meeting, held October 14-15, 2013 in Irvine California. The meeting identified 
Big Data as a defining challenge of our time, and argued that enormous opportunities are presented to the 
database community to make transformative impact. In particular, this report discusses research challeng-
es in five areas: scalable big/fast data infrastructures; coping with diversity in the data management land-
scape; end-to-end processing and understanding of data; cloud services; and managing the diverse roles of 
people in the data life cycle. The article also discusses community challenges, in particular, the need to 
rethink our approach to teaching data management technologies. The second article in the column, by 
Varde and Tatti, reports on the PhD Forum held at the IEEE International Conference on Data Mining 
(ICDM) 2013. The report surveys the papers from the forum, covering both core research and applied 
research in data mining, and discusses open issues that provide a scope for further research. 
 
This issue closes with the call for papers for EuroSys 2015, to be held April 21-24, 2015 in Bordeaux, 
France, and the call for participation for SoCC, to be held November 3-5, 2014 in Seattle, Washington. 
 
On behalf of the SIGMOD Record Editorial board, I hope that you will all enjoy reading the September 
2014 issue of the SIGMOD Record.  
 
Your submissions to the Record are welcome via the submission site: 
                                                 http://sigmod.hosting.acm.org/record  
 
Prior to submitting, you are encouraged to read the Editorial Policy on the SIGMOD Record’s Web site 
(http://www.sigmod.org/publications/sigmod-record/sigmod-record-editorial-policy). 
 

Yanlei Diao 

September 2014 
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     Thomas J. Cook (1981 – 1983)  
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     Margaret H. Dunham (1986 – 1988)  
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1. INTRODUCTION
Software systems centered around a database are

pervasive in numerous applications. They are en-
countered in areas as diverse as electronic commerce,
e-government, scientific applications, enterprise in-
formation systems, and business process manage-
ment. Such systems are often very complex and
prone to costly bugs, whence the need for verifica-
tion of critical properties.

Classical software verification techniques that can
be applied to such systems include model check-
ing and theorem proving. However, both have se-
rious limitations. Indeed, model checking usually
requires performing finite-state abstraction on the
data, resulting in loss of semantics for both the sys-
tem and properties being verified. Theorem proving
is incomplete, requiring expert user feedback.

Recently, an alternative approach to verification
of database-centric systems has taken shape, at the
confluence of the database and computer-aided ver-
ification areas. It aims to identify restricted but
sufficiently expressive classes of database-driven ap-
plications and properties for which sound and com-
plete verification can be performed in a fully auto-
matic way. This approach leverages another trend
in database-driven applications: the emergence of
high-level specification tools for database-centered
systems, such as interactive web applications and
data-driven business processes. We review next a
few representative examples.

A commercially successful high-level specification
tool for web applications is Web Ratio [1], an out-
growth of the earlier academic prototype WebML
[20, 17]. Web Ratio allows to specify a Web ap-
plication using an interactive variant of the E-R
model augmented with a workflow formalism. Non-
interactive variants of Web page specifications had
already been proposed in Strudel [41], Araneus [60]

∗Database principles column. Column editor:
Pablo Barceló. Dept. of Computer Science, University
of Chile. E-mail: pbarcelo@dcc.uchile.cl.

and Weave [42], targeting the automatic generation
of Web sites from an underlying database. High-
level specification tools have also emerged in the
area of business process management, concomitantly
with an evolution from the traditional process-centric
approach towards data awareness. A notable expo-
nent of this class is the business artifact model pio-
neered in [65, 53], deployed by IBM in professional
services. Business artifacts (or simply “artifacts”)
model key business-relevant entities, which are up-
dated by a set of services that implement business
process tasks. A collection of artifacts and services
is called an artifact system. This modeling approach
has been successfully deployed in practice [7, 6, 21,
27, 73], and has been adopted in the OMG standard
for Case Management [9].

Tools such as the above automatically generate
the database-centric application code from the high-
level specification. This not only allows fast proto-
typing and improves programmer productivity but,
as a side effect, provides new opportunities for au-
tomatic verification. Indeed, the high-level specifi-
cation is a natural target for verification, as it ad-
dresses the most likely source of errors (the applica-
tion’s specification, as opposed to the less likely er-
rors in the automatic generator’s implementation).

The theoretical and practical results obtained so
far concerning the verification of such systems are
quite encouraging. They suggest that, unlike arbi-
trary software systems, significant classes of data-
driven systems may be amenable to automatic veri-
fication. This relies on a novel marriage of database
and model checking techniques, and is relevant to
both the database and the computer-aided verifica-
tion communities.

In this article, we describe several models and re-
sults on automatic verification of database-driven
systems, focusing on temporal properties of their
underlying workflows. To streamline the presenta-
tion, we focus on verification of business artifacts,
and use it as a vehicle to introduce the main con-
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cepts and results. Moreover, the technical chal-
lenges posed by verification of business artifacts are
representative of those present in some of the other
models (notably data-driven web services), which
can be viewed as syntactic variants of business ar-
tifacts. We also summarize some of the work per-
taining specifically to data-driven web services.

2. BUSINESS ARTIFACTS
IBM’s business artifacts model key business-rel-

evant entities, which are updated by a set of ser-
vices that implement business process tasks. The
notion of business artifact was first introduced in
[65] and [53] (called there “adaptive documents”),
and was further studied, from both practical and
theoretical perspectives, in [6, 43, 44, 8, 56, 25,
47, 4]. (Some of these publications use the term
“business entity” in place of “business artifact”).
Some key roots of the artifact model are present
in “adaptive business objects” [63], “business enti-
ties”, “document-driven” workflow [72] and “docu-
ment” engineering [45]. The Vortex framework [49,
38, 48] also allows the specification of database ma-
nipulations and provides declarative specifications
for when services are applicable to a given artifact.

The artifact model is inspired in part by the field
of semantic web services. In particular, the OWL-S
proposal [59, 58] describes the semantics of services
in terms of input parameters, output parameters,
pre- and post-conditions. In the artifact model con-
sidered here the services are applied in a sequential
fashion (there is no true concurrency). IBM has
developed Siena [23], a tool for compiling artifact-
based procedural specifications into code support-
ing the corresponding business process. Its open-
source descendant, the BizArtifact suite [10], has
just been announced. The Guard-Stage-Milestone
(GSM) approach [25, 47] to artifact lifecycles per-
mits services with pre- and post-conditions, paral-
lelism, and hierarchy. The OMG standard for Case
Management Model and Notation (CMMN) [9], an-
nounced last year, draws key foundational elements
from GSM [57].

We next describe a minimalistic variant of the
artifact model, adequate for illustrating the results
on verification. The presentation is informal, rely-
ing mainly on a running example (the formal de-
velopment is provided in [30, 24]). The example,
modeling an e-commerce process, features several
characteristics.

1. The system routinely queries an underlying
database, for instance to look up the price of a prod-
uct and the shipping weight restrictions.

2. The validity checks and updates carried out

by the services involve arithmetic operations. For
instance, to be valid, an order must satisfy such con-
ditions as: (a) the product weight must be within
the selected shipment method’s limit, and (b) if the
buyer uses a coupon, the sum of product price and
shipping cost must exceed the coupon’s minimum
purchase limit.

3. Finally, the correctness of the business pro-
cess relies on database integrity constraints. For
instance, the system must check that a selected
triple of product, shipment type and coupon are
globally compatible. This check is implemented by
several local tests, each running at a distinct instant
of the interaction, as user selections become avail-
able. Each local test accesses distinct tables in the
database, yet they globally refer to the same prod-
uct, due to the keys and foreign keys satisfied by
these tables.

The example models an e-commerce business pro-
cess in which the customer chooses a product and
a shipment method and applies various kinds of
coupons to the order. There are two kinds of coupons:
discount coupons subtract their value from the to-
tal (e.g. a $50 coupon) and free-shipment coupons
subtract the shipping costs from the total. The or-
der is filled in a sequential manner (first pick the
product, then the shipment, then claim a coupon),
as is customary on e-commerce web-sites. After the
order is filled, the system awaits for the customer
to submit a payment. If the payment matches the
amount owed, the system proceeds to shipping the
product.

As mentioned earlier, an artifact is an evolving
record of values. The values are referred to by vari-
ables (sometimes called attributes). In general, an
artifact system consists of several artifacts, evolving
under the action of services, specified by pre- and
post-conditions. This notion of service corresponds
roughly to the notion of task in BPM (although it
may also cover web services implementing tasks).
For instance, in GSM terms, a service corresponds
to a stage, a pre-condition to a guard, and a post-
condition to a milestone.

In the example, we use a single artifact with the
following variables:

status,prod id,ship type,coupon
amount owed amount paid,amount refunded

The status variable tracks the status of the order
and can take the following values:

“edit product”, “edit ship”, “edit coupon”
“processing”, “received payment”,
“shipping”, “shipped”, “canceling”, “canceled”.
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Artifact variables ship type and coupon record
the customer’s selection, received as an external in-
put. amount paid is also an external input (from
the customer, possibly indirectly via a credit card
service). Variable amount owed is set by the sys-
tem using arithmetic operations that sum up prod-
uct price and shipment cost, subtracting the coupon
value. Variable amount refunded is set by the sys-
tem in case a refund is activated.

The database includes the following tables, where
underlined attributes denote keys. Recall that a key
is a set of attributes that uniquely identify each tu-
ple in a relation.

PRODUCTS(id, price, availability, weight)
COUPONS(code, type, value, min value, free shiptype)
SHIPPING(type, cost, max weight)
OFFERS(prod id, discounted price, active)

The database also satisfies the following foreign
keys:

COUPONS[free shiptype] ⊆ SHIPPING[type] and
OFFERS[prod id] ⊆ PRODUCTS[id].

The first inclusion dependency says that each
free shiptype value in the COUPONS relation is also
a type value in the SHIPPING relation. The sec-
ond dependency states that every prod id value in
the OFFERS is the actual id of a product in the
PRODUCTS relation.

The starting configuration of every artifact sys-
tem is constrained by an initialization condition,
which here states that status is initialized to
“edit prod”, and all other variables to “undefined”.
By convention, we model undefined variables using
the reserved constant λ.

The services. Recall that artifacts evolve un-
der the action of services. As in the Guard-Stage
Milestone approach mentioned above, each service
is specified declaratively by a pre-condition π and
a post-condition ψ, here limited to existential first-
order (∃FO) sentences. The pre-condition refers to
the current values of the artifact variables and the
database. The post-condition ψ refers simultane-
ously to the current and next artifact values, as well
as the database. In addition, both π and ψ may use
arithmetic constraints on the variables, limited to
linear inequalities over the rationals.

The services shown in Figure 1 model a few of the
business process tasks of the example. Throughout
the example, we use primed artifact variables x′ to
refer to the next value of variable x.

Notice that the pre-conditions of the services check

the value of the status variable. For instance,
according to choose product, the customer can
only input her product choice while the order is in
“edit prod” status.

Also notice that the post-conditions constrain the
next values of the artifact variables (denoted by a
prime). For instance, according to choose product,
once a product has been picked, the next value of
the status variable is “edit shiptype”, which will
at a subsequent step enable the choose shiptype
service (by satisfying its pre-condition). Similarly,
once the shipment type is chosen (as modeled by
service choose shiptype), the new status is
“edit coupon”, which enables the apply coupon
service. The interplay of pre- and post-conditions
achieves a sequential filling of the order, starting
from the choice of product and ending with the
claim of a coupon.

A post-condition may refer to both the current
and next values of the artifact variables. For in-
stance, in service choose shiptype, the fact that
only the shipment type is picked while the prod-
uct remains unchanged, is modeled by preserving
the product id: the next and current values of the
corresponding artifact variable are set equal.

Pre- and post-conditions may query the database.
For instance, in service choose product, the post-
condition ensures that the product id chosen by the
customer is that of an available product (by check-
ing that it appears in a PRODUCTS tuple, whose avail-
ability attribute is positive).

Finally, notice the arithmetic computation in
the post-conditions. For instance, in service ap-
ply coupon, the sum of the product price p and
shipment cost c (looked up in the database) is ad-
justed with the coupon value (notice the distinct
treatment of the two coupon types) and stored in
the amount owed artifact variable.

Observe that the first post-condition disjunct
models the case when the customer inputs no
coupon number (the next value coupon′ is set to
undefined), in which case a different owed amount
is computed, namely the sum of price and shipping
cost.

Semantics The semantics of an artifact system
A consists of its runs. Given a database D, a run of
A is an infinite sequence {ρi}≥0 of artifact records
such that ρ0 and D satisfy the initial condition of
the system, and for each i ≥ 0 there is a service S
of the system such that ρi and D satisfy the pre-
condition of S and ρi, ρi+1 and D satisfy its post-
condition. For uniformity, blocking prefixes of runs
are extended to infinite runs by repeating forever
their last record.

3SIGMOD Record, September 2014 (Vol. 43, No. 3) 7



choose product: The customer chooses a product.
π : status = “edit prod”
ψ : ∃p, a, w(PRODUCTS(prod id′, p, a, w) ∧ a > 0) ∧ status′ = ”edit shiptype”

choose shiptype: The customer chooses a shipping option.
π : status = “edit ship”
ψ : ∃c, l, p, a, w(SHIPPING(ship type′, c, l) ∧ PRODUCTS(prod id, p, a, w) ∧ l > w)∧

status′ = “edit coupon” ∧ prod id′ = prod id
apply coupon: The customer optionally inputs a coupon number.
π : status = “edit coupon”
ψ : (coupon′ = λ ∧ ∃p, a, w, c, l(PRODUCTS(prod id, p, a, w)∧

SHIPPING(ship type, c, l) ∧ amount owed′ = p+ c) ∧ status′ = “processing”
∧prod id′ = prod id ∧ ship type′ = ship type)∨
(∃t, v,m, s, p, a, w, c, l(COUPONS(coupon′, t, v,m, s)∧
PRODUCTS(prod id, p, a, w) ∧ SHIPPING(ship type, c, l) ∧ p+ c ≥ m∧
(t = “free shipping” → (s = ship type ∧ amount owed′ = p))∧
(t = “discount” → amount owed′ = p+ c− v))
∧status′ = “processing” ∧ prod id′ = prod id ∧ ship type′ = ship type)

Figure 1: Three services

Note that the above semantics only considers lin-
ear runs of the system. A more informative no-
tion is the tree of runs that completely captures
the choice of services applicable at any given stage
in the computation. We confine ourselves to linear
runs because we are interested in verifying linear-
time properties of the system. Formulating and ver-
ifying branching-time properties would require a se-
mantics consisting of the full tree of runs.

The business process in the example exhibits a
flexibility that, while desirable in practice for a pos-
tive customer experience, yields intricate runs, all
of which need to be considered in verification. For
instance, at any time before submitting a valid pay-
ment, the customer may edit the order (select a dif-
ferent product, shipping method, or change/add a
coupon) an unbounded number of times. Likewise,
the customer may cancel an order for a refund even
after submitting a valid payment.

3. SPECIFYING TEMPORAL PROPER-
TIES OF DATA-CENTRIC SYSTEMS

We are interested in verifying temporal proper-
ties of runs of data-centric systems such as business
artifacts. For instance, in our artifact system ex-
ample, we would like to express such desiderata as:

If a correct payment is submitted then at
some time in the future either the prod-
uct is shipped or the customer is refunded
the correct amount.

A free shipment coupon is accepted only
if the available quantity of the product is

greater than zero, the weight of the prod-
uct is in the limit allowed by the shipment
method, and the sum of price and ship-
ping cost exceeds the coupon’s minimum
purchase value.

Similar properties are of interest for the data-
driven web services described in Section 5. In or-
der to specify such temporal properties we use an
extension of LTL (linear-time temporal logic). Re-
call that LTL is propositional logic augmented with
temporal operators such as G (always), F (even-
tually), X (next) and U (until) (e.g., see [66]).
For example, Gp says that p holds at all times in
the run, Fp says that p will eventually hold, and
G(p→ Fq) says that whenever p holds, q must hold
sometime in the future. The extension of LTL that
we use, called1 LTL-FO, is obtained from LTL by
replacing propositions with quantifier-free FO state-
ments about particular artifact records in the run.
The statements use the artifact variables and may
use additional global variables, shared by different
statements and allowing to refer to values in dif-
ferent records. The global variables are universally
quantified over the entire property.

For example, suppose we wish to specify the prop-
erty that if a correct payment is submitted then
at some time in the future either the product is
shipped or the customer is refunded the correct
amount. The property is of the form G(p → Fq),
1The variant of LTL-FO used here differs from previous
ones in that the FO formulas interpreting propositions
are quantifier-free. By slight abuse we use here the same
name.
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where p says that a correct payment is submitted
and q states that either the product is shipped or
the customer is refunded the correct amount. More-
over, if the customer is refunded, the amount of the
correct payment (given in p) should be the same
as the amount of the refund (given in q). This
requires using a global variable x in both p and
q. More precisely, p is interpreted as the formula
amount paid = x ∧ amount paid = amount owed
and q as status = ”shipped”∨amount refunded =
x. This yields the LTL-FO property

(ϕ1) ∀xG((amount paid = x
∧amount paid = amount owed) →
F(status = ”shipped” ∨ amount refunded = x))

Note that, as one would expect, the global vari-
able x is universally quantified at the end. We say
that an artifact system A satisfies an LTL-FO sen-
tence ϕ if all runs of the artifact system satisfy ϕ
for all values of the global variables. Note that the
database is fixed for each run, but may be different
for different runs.

We now show a second property ϕ2 for the run-
ning example, expressed by the LTL-FO formula

(ϕ2) ∀v,m, s, p, a, w, c, l
(G((prod id 6= λ ∧ ship type 6= λ ∧
COUPONS(coupon, ”free ship”, v,m, s) ∧
PRODUCTS(prod id, p, a, w) ∧
SHIPPING(ship type, c, l)) →
(a > 0︸ ︷︷ ︸

(i)

∧ w ≤ l︸ ︷︷ ︸
(ii)

∧ p+ c ≥ m︸ ︷︷ ︸
(iii)

)))

Property ϕ2 verifies the consistency of orders that
use coupons for free shipping. The premise of the
implication lists the conditions for a completely
specified order that uses such coupons. The conclu-
sion checks the following business rules: (i) avail-
able quantity of the product is greater than zero,
(ii) the weight of the product is in the limit allowed
by the shipment method, and (iii) the total order
value satifies the minimum for the application of the
coupon.

We note that variants of LTL-FO have been in-
troduced in [39, 70]. The use of globally quantified
variables is also similar in spirit to the freeze quan-
tifier defined in the context of LTL extensions with
data by Demri and Lazić [28, 29].

Other applications of verification
As discussed in [30], various useful static analy-
sis problems on business artifacts can be reduced
to verification of temporal properties. We mention
some of them.

Business rules The basic artifact model is ex-
tended in [8] with business rules, in order to sup-
port service reuse and customization. Business rules
are conditions that can be super-imposed on the
pre-conditions of existing services without changing
their implementation. They are useful in practice
when services are provided by autonomous third-
parties, who typically strive for wide applicability
and impose as unrestrictive pre-conditions as pos-
sible. When such third-party services are incorpo-
rated into a specific business process, this often re-
quires more control over when services apply, in the
form of more restrictive pre-conditions. Such addi-
tional control may also be needed to ensure compli-
ance with business regulations formulated by third
parties, independently of the specific application.
Verification of properties in the presence of business
rules then becomes of interest and can be addressed
by our techniques. A related issue is the detection
of redundant business rules, that do not affect the
runs of the system. This can also be reduced to a
verification problem.

Redundant attributes Another design simpli-
fication consists of redundant attribute removal, a
problem also raised in [8]. This is formulated as fol-
lows. We would like to test whether there is a way
to satisfy a property ϕ of runs without using one of
the attributes. This easily reduces to a verification
problem as well.

Runtime analysis The verification techniques
described above can also be used to perform useful
runtime analysis tasks. Examples include providing
guidance to users trying to achieve certain goals,
runtime monitoring of events, what-if scenarios, and
diagnosis of anomalous behavior based on partial
traces of an artifact execution (e.g. [2]). This is
also in the spirit of the line of research on runtime
operational support in BPM [71].

4. AUTOMATIC VERIFICATION OF
ARTIFACT SYSTEMS

Classical model checking applies to finite-state
transition systems. While finite-state systems may
fully capture the semantics of some systems to be
verified (for example logical circuits), most software
systems are in fact infinite-state systems, of which a
finite-state transition system represents a rough ab-
straction. Properties of the actual system are also
abstracted, using a finite set of propositions whose
truth values describe each of the finite states of the
transition system. Checking that an LTL property
holds is done by searching for a counterexample run
of the system. Its finiteness is essential and allows
to decide property satisfaction in pspace using an
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automata-theoretic approach (see e.g. [22, 61]).
Consider now an artifact system A and an LTL-

FO property ϕ. Model checking A with respect to
ϕ can be viewed once again as a search for a coun-
terexample run of A, i.e. a run violating ϕ. The
immediate difficulty, compared to the classical ap-
proach, stems from the fact that TA is an infinite-
state system. To obtain decidability in this context,
the typical approach consists of using symbolic rep-
resentations of runs, as described later.

In the broader context of verification, research on
automatic verification of infinite-state systems has
also focused on extending classical model checking
techniques (e.g., see [18] for a survey). However, in
much of this work the emphasis is on studying recur-
sive control rather than data, which is either ignored
or finitely abstracted. More recent work has been
focusing specifically on data as a source of infinity.
This includes augmenting recursive procedures with
integer parameters [13], rewriting systems with data
[14, 12], Petri nets with data associated to tokens
[54], automata and logics over infinite alphabets [16,
15, 64, 28, 52, 11, 12], and temporal logics manip-
ulating data [28, 29]. However, the restricted use
of data and the particular properties verified have
limited applicability to the business artifact setting,
or other database-driven applications.

Artifacts without constraints or dependencies
We consider first artifact systems and properties
without arithmetic constraints or data dependen-
cies. This case was studied in [30], with a slightly
richer model in which artifacts can carry some
limited relational state information (however, here
we stick for simplicity to the earlier minimalistic
model). The main result is the following.

Theorem 4.1. It is decidable, given an artifact
system A with no data dependencies or arithmetic
constraints, and an LTL-FO property ϕ with no
arithmetic constraints, whether A satisfies ϕ.

The complexity of verification is pspace-
complete for fixed-arity database and artifacts, and
expspace otherwise. This is the best one can
expect, given that even very simple static anal-
ysis problems for finite-state systems are already
pspace-complete [68].

The main idea behind the verification algorithm
is to explore the space of runs of the artifact sys-
tem using symbolic runs rather than actual runs.
This is based on the fact that the relevant informa-
tion at each instant is the pattern of connections in
the database between attribute values of the current
and successor artifact records in the run, referred to

as their isomorphism type. Indeed, the sequence of
isomorphism types in a run can be generated sym-
bolically and is enough to determine satisfaction of
the property. Since each isomorphism type can be
represented by a polynomial number of tuples (for
fixed arity), this yields pspace verification.

It turns out that the verification algorithm can be
extended to specifications and properties that use
a total order on the data domain, which is useful
in many cases. This however complicates the algo-
rithm considerably, since the order imposes global
constraints that are not captured by the local iso-
morphism types. The algorithm was first extended
in [30] for the case of a dense countable order with
no end-points. This was later generalized to an ar-
bitrary total order by Segoufin and Torunczyk [67]
using automata-theoretic techniques. In both cases,
the worst-case complexity remains pspace.

Artifacts with arithmetic constraints and data de-
pendencies
Unfortunately, Theorem 4.1 fails even in the pres-
ence of simple data dependencies or arithmetic.
Specifically, as shown in [30, 24], verification be-
comes undecidable as soon as the database is
equipped with at least one key dependency, or if
the specification of the artifact system uses sim-
ple arithmetic constraints allowing to increment
and decrement by one the value of some atributes.
Hence, a restriction is needed to achieve decidabil-
ity. We discuss this next.

To gain some intuition, consider the undecidabil-
ity of verification for artifact systems with incre-
ments and decrements. The proof of undecidability
is based on the ability of such systems to simulate
counter machines, for which the problem of state
reachability is known to be undecidable [62]. To
simulate counter machines, an artifact system uses
an attribute for each counter. A service performs
an increment (or decrement) operations by “feed-
ing back” the incremented (or decremented) value
into the next occurrence of the corresponding at-
tribute. To simulate counters, this must be done
an unbounded number of times. To prevent such
computations, the restriction imposed in [24] is de-
signed to limit the data flow between occurrences of
the same artifact attribute at different times in runs
of the system that satisfy the desired property. As
a first cut, a possible restriction would prevent any
data flow path between unequal occurrences of the
same artifact attribute. Let us call this restriction
acyclicity. While acyclicity would achieve the goal
of rendering verification decidable, it is too strong
for many practical situations. In our running ex-
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ample, a customer can choose a shipping type and
coupon and repeatedly change her mind and start
over. Such repeated performance of a task is use-
ful in many scenarios, but would be prohibited by
acyclicity of the data flow. To this end, we define
in [24] a more permissive restriction called feedback
freedom. The formal definition considers, for each
run, a graph capturing the data flow among vari-
ables, and imposes a restriction on the graph. In-
tuitively, paths among different occurrences of the
same attribute are permitted, but only as long as
each value of the attribute is independent on its pre-
vious values. This is ensured by a syntactic condi-
tion that takes into account both the artifact system
and the property to be verified. We omit here the
rather technical details. It is shown in [24] that feed-
back freedom of an artifact system together with
an LTL-FO property can be checked in pspace by
reduction to a test of emptiness of a two-way alter-
nating finite-state automaton. More significantly,
artifact systems designed in a hierarchical fashion
by successive refinement, in the style of the Guard-
Stage-Milestone approach [25, 47], naturally sat-
isfy feedback freedom. Indeed, there is evidence
that the feedback freedom condition is permissive
enough to capture a wide class of applications of
practical interest. This is confirmed by numerous
examples of practical business processes modeled as
artifact systems. Many of these, including typical
e-commerce applications, satisfy the feedback free-
dom condition. Feedback freedom turns out to en-
sure decidability of verification in the presence of
arithmetic constraints, and also under a large class
of data dependencies including key and foreign key
constraints on the database.

Theorem 4.2. [24] It is decidable, given an ar-
tifact system A whose database satisfies a set of key
and foreign key constraints, and an LTL-FO prop-
erty ϕ such that (A, ϕ) is feedback free, whether ev-
ery run of A on a valid database satisfies ϕ.

The intuition behind decidability is the follow-
ing. Recall the verification algorithm of Theorem
4.1. Because of the data dependencies and arith-
metic constraints, the isomorphism types of sym-
bolic runs no longer suffice, because every artifact
record in a run is constrained by the entire history
leading up to it. This can be specified as an ∃FO
formula using one quantified variable for each ar-
tifact attribute occurring in the history, referred
to as the inherited constraint of the record. The
key observation is that due to feedback freedom,
the inherited constraint can be rewritten into an
∃FO formula with quantifier rank bounded by k2,

where k is the number of attributes of the artifact
(the quantifier rank of a formula is the maximum
number of quantifiers occurring along a path from
root to leaf in the syntax tree of the formula, see
[55]). This implies that there are only finitely many
non-equivalent inherited constraints. This allows to
use again a symbolic run approach to verification,
by replacing isomorphism types with inherited con-
straints.

One might wonder if the positive results of this
section can be extended to branching-time logics
(CTL or CTL*). Unfortunately, it is easily shown
that even very simple CTL properties become unde-
cidable in the present framework. It remains open
whether there are reasonable restrictions that guar-
antee decidability of CTL or CTL*. We note that
limited positive results on verification of branching-
time properties of data-driven web services are ob-
tained in [34].

Other work on verification of artifact systems
Recently, a line of work on automatic verification of
database-centric business processes (specified using
formalisms isomorphic to artifact systems) has in-
troduced a variant of the verification problem in
which properties are checked only over the runs
starting from a given initial database. During the
run, the database may evolve via updates, inser-
tions and deletions. In particular, it may be ex-
tended with fresh values provided as input through-
out the run. Since inputs come from an infinite do-
main, this verification variant remains infinite-state.
The property languages are fragments of first-order-
extended µ-calculus [26]. Decidability results in
this context are based on sufficient syntactic restric-
tions. One such restriction ensures that the number
of fresh input values is bounded throughout every
run [26, 46]. The restriction exploits an analogy be-
tween artifact system runs and sequences of chase
steps with embedded dependencies, and it corre-
sponds to the notion of “weakly acyclic” set of de-
pendencies [40]. A complementary type of restric-
tion allows an unbounded number of distinct inputs
during the run, but not their unbounded accumula-
tion within the database, implying a bound on the
latter’s size. This restriction, called “generate-recall
acyclicity”, is based on a data flow analysis of how
cyclic generation of fresh inputs interacts with their
cyclic storage (recall) during the run [46]. [5] de-
rives decidability of the verification variant by also
disallowing unbounded accumulation of input val-
ues, but this condition is postulated as a semantic
property (shown undecidable in [46]).

Additional results on formal analysis of artifact-
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centric business processes in restricted contexts
have been reported in [43, 44, 8]. Properties inves-
tigated in these studies include reachability [43, 44],
general temporal constraints [44], and the existence
of complete execution or dead end [8]. Citations [43,
44] are focused on an essentially procedural version
of artifact-centric workflow, and [8] is the first to
study a declarative version. For the variants con-
sidered in each paper, verification is generally un-
decidable; decidability results were obtained when
rather severe restrictions are placed, e.g., restricting
all guards on state transitions to be “true” [43], re-
stricting to bounded domains [44, 8], or restricting
the language for conditions to refer only to artifacts
(and not their attribute values) [44]. None of the
above papers permits an arbitrary global database,
separate from the artifacts. See [51] for a survey on
data-centric business process management, and [19]
for a survey of corresponding verification results.

5. DATA-DRIVEN WEB SERVICES
The goal of the Web services paradigm is to en-

able the use of Web-hosted services with a high de-
gree of flexibility and reliability. Web services can
function in a stand-alone manner, or they can be
“glued” together into multi-peer compositions that
implement complex applications. To describe and
reason about Web services, various standards and
models have been proposed, focusing on different
levels of abstraction and targeting different aspects
of the Web service. We refer to [50] for a tutorial.

We illustrate with an example the WebML ap-
proach to specifying data-driven web services, for-
mally studied in [33, 35].

Consider the common scenario of a web service2

that takes input from external users and responds
by producing output. The contents of a Web page
is determined dynamically by querying the underly-
ing database as well as the state. The output of the
Web site, transitions from one Web page to another,
and state updates, are determined by the current in-
put, state, and database, and defined by first-order
queries. We are interested in services specified by a
high-level tool such as WebML (and Web Ratio).

We illustrate in Figure 2 a WebML-style spec-
ification of an e-commerce Web site selling com-
puters online. New customers can register a name
and password, while returning customers can login,
search for computers fulfilling certain criteria, add
the results to a shopping cart, and finally buy the

2We interpret ”web service” broadly to include SOA-
style services as well as web applications and web sites.
Although artifact services are different, they may in fact
be implemented by web services.

items in the shopping cart.
A run of the above Web site starts as follows.

Customers begin at the home page by providing
their login name and password, and choosing one
of the provided buttons (login, register, or cancel).
Suppose the choice is to login. The reaction of
the Web site is determined by a query checking if
the name and password provided are found in the
database of registered users. If the answer is pos-
itive, the login is successful and the customer pro-
ceeds to the Customer page or the Administration
page depending on his status. Otherwise, there is
a transition to the Error page. This continues as
described by the flowchart in the figure.

Verification of data-driven web services
The verification problem for database-driven web
services has been studied using a transducer-based
formal model, called Extended Abstract State Ma-
chine Transducer, in brief ASM+ . The transducer
model captures in a simple way the essential fea-
tures of relational database-driven reactive systems.
The model is an extension of the Abstract State
Machine (ASM) transducer previously studied by
Spielmann [70]. Similarly to the earlier Relational
Transducers of Abiteboul et. al. [3], ASM+ trans-
ducers model database-driven reactive systems that
respond to input events by producing some output,
and maintain state information in designated rela-
tions. The control of the device is specified using
first-order queries. The main motivation for ASM+

transducers is that they are sufficiently powerful to
simulate complex Web service specifications in the
style of WebML. Thus, they are a convenient vehi-
cle for developing the theoretical foundation for the
verification of such systems, and they also provide
the basis for the implementation of a verifier.

As in the case of business artifacts, restrictions
are needed on the ASM+ transducers and proper-
ties in order to ensure decidability of verification.
The main restriction, first proposed in [70] for ASM
transducers, is called “input boundedness”. The
core idea of input boundedness is that quantifica-
tions used in formulas of the specification and prop-
erty are guarded by input atoms. For example, if
pay is an input, the LTL-FO formula (where B is
shorthand for before)

∀x (G (∃z(pay(x, z) ∧ price(x, z)) B ship(x)))

is input bounded, since the quantification ∃z is
guarded by pay(x, z). This restriction matches nat-
urally the intuition that the system modeled by the
transducer is input driven. The actual restriction
is quite technical, but provides an appealing pack-
age. First, it turns out to be tight, in the sense that
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even small relaxations lead to undecidability. Sec-
ond, as argued in [33, 35], it remains sufficiently rich
to express a significant class of practically relevant
applications and properties. As a typical example,
the e-commerce Web application illustrated in Fig-
ure 2 can be modeled under this restriction, and
many relevant natural properties can be expressed.
Third, as in the case of artifacts without depen-
dencies or arithmetic, the complexity of verification
is pspace (for fixed-arity schemas). Moreover, the
proof technique developed to show decidability in
pspace provides the basis for the implementation
of an actual verifier, described next.

The WAVE Verifier
While the pspace upper bound obtained for ver-
ification in the input-bounded case is encouraging
from a theoretical viewpoint, it does not provide
any indication of practical feasibility. Fortunately,
it turns out that the symbolic approach described
above also provides a good basis for efficient imple-
mentation. Indeed, this technique lies at the core
of the wave verifier, targeted at data-driven Web
services of the WebML flavor [37, 32].

The verifier, as well as its target specification
framework, are both implemented from scratch.
Thus, we first developed a tool for high-level, ef-
ficient specification of data-driven Web services, in
the spirit of WebML. Next, we implemented wave
taking as input a specification of a Web service us-
ing our tool, and an LTL-FO property to be ver-
ified. The starting point for the implementation
is the symbolic run technique. Indeed, the veri-
fier basically carries out a search for counterexam-
ple symbolic runs. However, verification becomes
practical only in conjunction with an array of addi-
tional heuristics and optimization techniques, yield-
ing critical improvements. Chief among these is
dataflow analysis, allowing to dramatically prune
the search for counterexample runs.

The verifier was evaluated on a set of practically
significant Web application specifications, mimick-
ing the core features of sites such as Dell, Expe-
dia, and Barnes and Noble. The experimental re-
sults are quite exciting: we obtained surprisingly
good verification times (on the order of seconds),
suggesting that automatic verification is practically
feasible for significant classes of properties and Web
services. The implementation and experimental re-
sults are described in [32], and a demo of the WAVE
prototype was presented in [36].

Compositions of ASM+ Transducers
The verification results discussed above apply to
single ASM+ transducers in isolation. These re-
sults were extended in [37] to the more challeng-
ing but practically interesting case of compositions
of ASM+ transducers, modeling compositions of
database-driven Web services. Asynchronous com-
munication between transducers adds another di-
mension that has to be taken into account. In an
ASM+ composition, the transducers communicate
with each other by sending and receiving messages
via one-way channels. Properties of runs to be veri-
fied are specified in an extension of LTL-FO, where
the FO components may additionally refer to the
messages currently read and received.

Towards decidable verification, we extend in a
natural way the input-boundedness restriction. Ad-
ditional restrictions must be placed on the message
channels: they may be lossy, but are required to
be bounded. With these restrictions, verification is
again shown to be pspace-complete (for fixed-arity
relations, and expspace otherwise). The proof is
by reduction to the single transducer case, and the
restrictions are shown to be tight.

The above model of compositions assumes that
all specifications of participating peers are available
to the verifier. However, compositions may also in-
volve autonomous parties unwilling to disclose the
internal implementation details. In this case, the
only information available is typically a specifica-
tion of their input-output behavior. This leads to
an investigation of modular verification. It consists
in verifying that a subset of fully specified trans-
ducers behaves correctly, subject to input-output
properties of the other transducers. Decidability re-
sults are obtained in [37] for verification, subject to
an appropriate extension of the input-boundedness
restriction.

6. CONCLUSIONS
Database-driven systems provide the backbone

of many complex applications for which verifica-
tion is critically important. A fortunate develop-
ment facilitating this task is the emergence of high-
level specification tools centered around database
queries, that provide a natural target for verifica-
tion. The results we described suggest that verifica-
tion may indeed be feasible for significant classes of
database-driven systems so specified. Specifically,
we considered two representative models, business
artifacts and data-driven web services, and identi-
fied restrictions guaranteeing decidability of verifi-
cation. However, more work is needed at several
levels in order to improve the applicability and im-
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pact of the results.
On the theoretical front, the quest for the right

package of restrictions that enable verification while
capturing more relevant sets of specifications is still
ongoing. For example, real-life artifacts often con-
tain data beyond flat tuples, such as lists or sets
(think of a shopping cart). While unrestricted use
of sets is known to lead to undecidability of ver-
ification [30], preliminary results [31] suggest that
carefully limited use of sets might preserve decid-
ability, while allowing to model common use cases
such as the shopping cart. Other useful extensions
involve checking properties of the interaction among
multiple actors in the workflow, or among multiple
artifact instances evolving in parallel. The inter-
operation, evolution, and integration of multiple
workflows also raise important static analysis ques-
tions.

Bridging the gap between the abstract setting
of theoretical results and full-fledged specification
frameworks also raises significant challenges. The
decidability results are subject to strong restric-
tions. The boundary of decidability is subtle, as
even small deviations from the restrictions may lead
to undecidability. This raises a need to provide tools
to guide the design of full-fledged specifications to-
wards satisfaction of the restrictions, whenever pos-
sible (e.g. see [69]).

Clearly, a practical verifier needs to also deal
with specifications that do not obey the restrictions
needed for decidability. As typical in software ver-
ification, this can be done by abstracting the given
specification to one that satisfies the restrictions,
and verifying the resulting abstraction. For exam-
ple, if certain arithmetic operations are not sup-
ported by the verifier, they can be abstracted as
black-box relations, ignoring their semantics. The
resulting verifier is guaranteed to be sound (it is
never wrong when it claims correctness of a speci-
fication), but is possibly not complete (it may pro-
duce false negatives, i.e. candidate counterexamples
to the desired property, which need to be validated
by the user). The technical challenge lies in au-
tomatically generating the abstraction such that it
gives up only as little completeness as necessary for
decidability.

While the theoretical complexity results provide
basic information on the difficulty of verification,
its practical feasibility can only be demonstrated
by actual implementations. The surprisingly good
performance of the implemented WAVE verifier [32]
is therefore particularly encouraging. Like the theo-
retical results, this is made possible by a novel cou-
pling of database and model checking techniques.

This suggests that the approach to verification de-
scribed here is quite promising, and may be just
the starting point of a fruitful marriage between the
database and computer-aided verification areas.
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ABSTRACT
A combination of factors render the transportation sec-
tor a highly desirable area for data management re-
search. The transportation sector receives substantial
investments and is of high societal interest across the
globe. Since there is limited room for new roads,
smarter use of the existing infrastructure is of essence.
The combination of the continued proliferation of sen-
sors and mobile devices with the drive towards open
data will result in rapidly increasing volumes of data
becoming available. The data management community
is well positioned to contribute to building a smarter
transportation infrastructure. We believe that efficient
management and effective analysis of big transportation
data will enable us to extract transportation knowledge,
which will bring significant and diverse benefits to so-
ciety. We describe the data, present key challenges re-
lated to the extraction of thorough, timely, and trustwor-
thy traffic knowledge to achieve total traffic awareness,
and we outline services that may be enabled. It is thus
our hope that the paper will inspire data management re-
searchers to address some of the many challenges in the
transportation area.

1. INTRODUCTION
Transportation adversely affects many people’s daily

lives, and increasingly so. For example, as cities con-
tinue to grow, congestion gets worse and affects more
and more people. And emissions from vehicles are re-
sponsible for high concentrations of airborne particles
that increasingly threaten the health of people. For ex-
ample, air pollution is believed to have contributed to
as many as 1.2 million and 600,000 premature deaths
in China and India in 20101. Emissions also contribute
to the greenhouse effect associated with the accelerating
global warming that threatens to considerably affect the
conditions for life on Earth.

Rapidly growing volumes of data that captures the
state of a transportation infrastructure are becoming
available, due to several developments. Infrastructure
1http://tinyurl.com/bl48fq2

users increasingly carry mobile devices capable of con-
tributing data. The infrastructure is increasingly be-
ing instrumented with data acquisition devices, e.g., in-
frared counting devices, Bluetooth and Wi-Fi base sta-
tions that “see” mobile devices, and cameras. As the
movement towards open public data continues, it is a
safe bet that such data will become available in large
volumes.

An important and challenging goal is to use this data
to achieve total traffic awareness. Individual data sources
generally cover only a limited part of a transportation
infrastructure. To enable global awareness of an entire
infrastructure, the integration, or fusion, of multiple and
diverse data sources is essential. To enable up-to-date
awareness, new query processing techniques are called
for that are capable of ingesting rapid streams of data,
reflecting the data in query results with near-zero la-
tency. The resulting total traffic awareness enables im-
proved as well as new applications and services.

The availability of very interested stakeholders and
large volumes of data allows empirical evaluations of
the feasibility, effectiveness, and efficiency of data man-
agement proposals.

We note that the transportation setting is markedly
different from that of the so-called smart dust, which
was proposed in the beginning of the 1990’s and gained
substantial attention in the early 2000’s. A key idea was
to disperse large quantities of tiny sensing and com-
munication devices in some environment, e.g., a rain
forest, in order to monitor that environment. The de-
vices would organize into a wireless sensor network that
would stream data to users. While this is a compelling
vision, the sizes of deployments are tiny. We are (luck-
ily) unaware of any rain forests having been littered by
large quantities of devices. In contrast, the “sensor net-
work” of transportation is already up and running, and
the continued operation of cities increasingly depend on
the effective use of the data being generated.

We proceed to characterize available transportation
data in Section 2. Then we describe challenges inher-
ent in achieving total traffic awareness in Section 3, and
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Types Techniques Accuracy Cost Dynamic Properties Objects

CANBus High Low Fuel consumption Moving,
Individual GNSS High Low Instantaneous velocities,

latitude-longitude locations
stationary

PS Low Low Travel times,
Collective Cameras High High average velocities, Stationary

LDs High High traffic flow
LBSNs Low Low Instant events, Moving,

Media Radio High Low scheduled events, stationary
Web High Low weather conditions

Table 1: Dynamic Data Gathering Techniques

we outline applications and services that this enables in
Section 4.

2. TRANSPORTATION DATA
Transportation data describes properties of station-

ary and moving objects that influence travel. Stationary
objects include elements of a transportation infrastruc-
ture, e.g., road segments, intersections, points of interest
(POIs), and regions of interest (ROIs). Moving objects
includes vehicles, pedestrians, and location-based social
network (LBSN) users. Both types of objects have static
and dynamic properties.

Stationary objects have static properties, which may
be described in static data sources. For example, the
length, speed limit, and toll cost of a road segment may
be recorded in digital maps and web pages of road au-
thorities. The management of such data calls for spatial-
data integration, e.g., location entity matching [1] and
geospatial data fusion [2]. Moving objects also have
static properties, such as, sizes, weights, or engine types
of vehicles.

Dynamic properties of stationary and moving objects
are described by dynamic data that can be gathered in
different ways. For example, an important dynamic prop-
erty of a road segment is its time-dependent travel time
distribution across a day and a week, which can be ob-
tained from data collected by Bluetooth and Wi-Fi sen-
sors installed along the roads. We categorize three types
of dynamic data gathering techniques in Table 1.

Individual gathering techniques capture individual
moving objects’ dynamic properties. A controller area
network bus (CANBus) is an in-vehicle network that
connects sensors that measure a variety of vehicle-
related data, e.g., fuel consumption, at some frequency.
A Global Navigation Satellite System (GNSS), e.g.,
GPS or Galileo, is able to capture a moving object’s
instantaneous velocities and latitude-longitude locations
at some frequency (up to every 0.02 seconds2). The ac-

2http://tinyurl.com/m7wqerc

curacies of the reported properties are high. For exam-
ple, fuel consumption can be recorded with error rates
between -2% and +2%3.

The data collected by individual moving objects also
relates to different stationary objects. Thus, it is possi-
ble to infer travel times or fuel consumptions associated
with the traversals of road segments.

Collective gathering techniques are deployed at fixed
locations in a transportation network, and they excel at
capturing dynamic properties of stationary objects, e.g.,
the traffic flow of a particular road segment. Presence
sensing (PS) techniques (e.g., Bluetooth, Wi-Fi, RFID,
and Infrared), cameras, and loop detectors (LDs) are
able to detect occurrences of moving objects at fixed lo-
cations where devices are deployed. Given the distance
between, e.g., two cameras, and timestamps of vehicles’
occurrences, the average speeds of road segment can be
derived.

These techniques vary according to the fraction of ob-
jects they are able to detect. Cameras and LDs are able
to capture almost all moving objects that pass by, while
PS techniques are only able to capture some 20 to 30%4

of the objects that pass by. However, deployment and
maintenance costs of PS techniques are relatively low.

Media gathering techniques rely on humans to con-
tribute data, e.g., about an accident, a scheduled event
such as a football match, or the weather. These tech-
niques generally report on dynamic properties of sta-
tionary and moving objects.

Location-Based Social Networks (LBSNs) are good
at capturing instant and scheduled events, e.g., in the
form of check-ins and user-generated content (UGGC)
such as geo-tagged tweets and photos. The density of
captured events depends on the density of users and on
how frequently they post on LBSNs. The accuracy can
vary greatly.

Radio stations can broadcast data on instant and sched-

3http://tinyurl.com/op6trtx
4http://tinyurl.com/low8vg8
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Figure 1: From Transportation Data to Thorough, Timely, and Trustworthy Transportation Knowledge

uled events and weather conditions. The accuracy is rel-
atively high, and the deployment cost is relatively low.
The web is also a good resource of schedules events and
weather conditions, and accuracy is high and cost is low.

Finally, dynamic data can be classified into real-time,
batch, and historical data. Real-time data is delivered
immediately after being collected, batch data is accu-
mulated and then delivered in batches according to some
protocol, and historical data is delivered some time after
it is collected.

3. TOTAL TRAFFIC AWARENESS
To support different applications and services, we en-

vision a system that transforms data into transportation
knowledge; see the architecture in Figure 1.

3.1 Knowledge Representation and Prop-
erties

Transportation knowledge takes the forms of facts,
statistics, rules, and models. We assume that trans-
portation data is cleaned and pre-processed before being
passed through the modules in Figure 1.

Facts describe stationary and moving objects’ dy-
namic properties, such as the average velocity of a ve-
hicle passing through a segment. Facts are the product
of integration and consolidation of dynamic data across
different data sources. Thus, the fact extraction module
integrate data elements that describe the same property
of an object but are stored in different sources. It is often
appropriate to associate facts with an estimated reliabil-
ity.

Statistics are temporal and spatial aggregations on
dynamic data and facts, such as the distribution of travel
times with which vehicles pass through a road segment
or the frequent routes that a user traverses between home
and work during April. The statistics computation mod-
ule must ensure the integrity of data and facts while de-

scribing them more compactly.
Rules make it possible to infer stationary-object prop-

erties from the properties of moving objects, and vice
versa. For example, if at least x% of detected vehicles
having velocities smaller than y then a road segment is
considered as congested. And if a road segment is con-
gested, the time needed to traverse it exceeds z minutes.
Rules are produced by the rule extraction module.

Models describe stochastic processes that represent
possible evolutions of objects across time. For example,
given the current vehicle density at a road segment, a
model may predict possible densities at the segment and
adjacent segments 15 minutes into the future. Given an
object’s past trajectories, a model may predict the the
object’s future trajectories. The model learning mod-
ule derives such models that are subsequently fed with
real-time dynamic data to infer possible dynamic, future
properties.

Next, transportation knowledge can be classified ac-
cording to its temporal aspect. Historical knowledge
describes past traffic and is obtained from the historical
transportation data. Instant knowledge describes cur-
rent or near-past traffic. It is derived by means of fact
extraction, statistics computation, and reasoning from
streaming real-time, dynamic data. Examples include
the current vehicle density of a road segment and the
congestion status of a road segment. Future knowledge
infers future traffic, e.g., whether a segment is congested
or clear 15 minutes from now. This knowledge is ob-
tained from models and real-time dynamic data.

Three aspects are essential to achieve total traffic aware-
ness. First, thoroughness relates to the spatial, tempo-
ral, and property coverage. Spatial coverage is thorough
if the knowledge covers an entire transportation infras-
tructure; temporal coverage is thorough if the knowl-
edge covers an entire period of interest; and property
coverage is thorough if the knowledge fully covers the
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traffic properties of interest (e.g., travel times, fuel con-
sumption). Next, timeliness implies that the available
knowledge is up-to-date. For example, a self-driving
car requires knowledge as to whether it can go across
an intersection to be at most milliseconds old, while a
few seconds of delay may be acceptable for a contin-
uous routing service. Third, trustworthiness means that
the knowledge is sufficiently accurate and reliable for its
use, even if it is derived from inaccurate and uncertain
data. The knowledge should come with a quantification
of its accuracy and reliability.

3.2 Challenges
To achieve total traffic awareness, it is necessary to

effectively and efficiently utilize the available static and
dynamic transportation data. Table 2 offers an overview
of key challenges.

Thoroughness: Any single type of dynamic data is
unable to offer thoroughness by itself. For example,
camera data can only cover the locations where cameras
are deployed. Thus, data integration is of essence. Tra-
ditional techniques, e.g., schema alignment [3] and data
fusion [4], need to be adapted to the spatial-temporal as-
pects. Further, integration must contend with the general
characteristics of transportation data. Recent techniques
for big data integration [5,6] can be helpful. Major chal-
lenges relate to sparsity and duplicate detection.

Sparsity: Although integrating various types of dy-
namic data increases thoroughness, spatial, temporal,
and property data sparsity must be addressed.

Spatial sparsity occurs because some roads lack suf-
ficient data. For example, no data is available for a
road with no PS, LDs, or camera deployment if no ve-
hicle with a contributing GNSS devices has traversed it.
Borrowing data from nearby and topologically similar
roads [7, 8] may be useful for obtaining knowledge for
such roads.

Extrapolation-related techniques may be used for ad-
dressing temporal sparsity. Knowledge for a road during
a period when no data is available can be inferred from
data from nearby periods [9], from data from nearby
roads that have data for the relevant period [8], or from
data from nearby or similar roads with data from nearby
periods [10, 11].

Property sparsity occurs when no data captures a de-
sired property. In such cases, it may be possible to
exploit related data. For example, if only GNSS data
is available for a road segment, but fuel consumption
is desired, it is possible to feed the GNSS data to en-
vironmental impact models to derive fuel consumption
data [12].

To fully contend with sparsity, major challenges re-
main. Many existing methods rely on complex math-
ematical optimizations that do not scale to big trans-

portation data. Scalable solutions to solving complex
optimizations are missing. Alternatively, novel problem
formulations that exploit scalable techniques, e.g., scal-
able matrix operations, are needed.

Second, existing methods often assume static scenar-
ios rarely consider real-time data. In contrast, our set-
ting calls for techniques that are able to adapt to real-
time data.

Third, existing techniques consider the three sparsity
aspects individually, and typically rely on one type of
data (primarily GNSS data). Techniques that are able
to consider all the three sparsity aspects and to exploit
multiple data sources in a holistic manner are called for.

Duplicate detection: If a moving object is detected
by more than one data gathering technique, duplicate
records are generated. For example, assume that we
want to know the number of vehicles passing through
a road segment during a short period. GNSS records
may suggest 5, while PS records may suggest 7. Simply
adding 5 and 7 is wrong if one vehicle is detected by
both techniques.

Duplicate detection aims to identify the data that de-
scribes same moving objects, where the data is collected
by different techniques. A simple heuristic for identi-
fying duplicates is that if trajectories provided by dif-
ferent techniques are highly consistent, they may refer
to the same moving object. However, the heterogeneity
of trajectories is not addressed well in most of existing
trajectory clustering methods [13]. Recent advances in
duplicate detection in dynamic settings [14] may offer a
good starting point, but cannot be applied directly.

Timeliness: Ensuring up-to-date traffic awareness
presents several challenges.

Incremental maintenance: Historical knowledge,
e.g., a model for predicting the travel time on a segment,
is built from historical data. As such data accumulates,
the historical knowledge may change. When and how
the historical knowledge would change are usually un-
known and cannot be predicted. This calls for an ef-
ficient and effective approach to incrementally update
and maintain historical knowledge.

While we expect that it will be relatively easy to con-
tend with facts and rules, the real challenge lies in how
to maintain models. One possibility is to adopt an on-
line learning approach, where models are updated fre-
quently using very recent data. However, this approach
may be sensitive to unscheduled traffic events, such as
accidents or road construction. Another strategy may
be to update the historical knowledge only when recent
data disagrees significantly with the existing historical
knowledge. To summarize, incremental maintenance
challenges include: (1) how to efficiently and effectively
identify the (dis)agreement between the existing histor-
ical knowledge and recent data; (2) how to efficiently
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Properties Challenges Historical Instant Future
Knowledge Knowledge Knowledge

Thoroughness Dealing with sparsity X X X
Duplicate detection X X X
Incremental maintenance X

Timeliness Efficient retrieval X
Efficient processing X X
Conflict reconciliation X X

Trustworthiness Veracity enhancement X X
Accurate prediction X

Table 2: Total Traffic Awareness Challenges

and effectively differentiate the two cases; and (3) how
to address disagreements.

Efficient retrieval: We consider the efficient retrieval
of historical knowledge. While some techniques for effi-
cient historical knowledge retrieval do exist, we face the
specific challenge that our knowledge is spatio-temporal
and takes four forms.

There is a need for efficient retrieval that involves
comparisons between historical knowledge and stream-
ing real-time data. For instance, when an accident hap-
pens, it is of interest to predict the spatio-temporal ex-
tent of the congestion in the road network that is caused
by the of the accident. Facts and statistics from a sim-
ilar past accident that happened in a similar situation
(e.g., same region, at a similar time of day, under simi-
lar weather condition) may provide reliable predictions.
Rules (e.g., if an intersection is congested, its X% adja-
cent segments and its Y% 2-nd adjacent segments will
be congested) and models (e.g., prediction of the dura-
tion of congestion) at the current accident location may
also help predict the impact of the accident. How to
efficiently retrieve historical facts, statistics, rules, and
models that are relevant to given dynamic real-time data
is an important challenge.

Efficient processing: It should be possible to gener-
ate instant and future knowledge efficiently from histor-
ical knowledge and dynamic real-time data so that up-
to-date knowledge is available to applications.

The generation of facts, statistics, and traffic statuses
from rules must contend with the specifics of transporta-
tion data and therefore faces challenges akin to this cov-
ered for real-time data integration [15]. As the data
sources that provide transportation data keep changing,
additional challenges result. Also, the solutions to the
thoroughness problems should also be addressed effi-
ciently.

Using models to predict future traffic is another chal-
lenge. Some proposals, e.g., [10, 16], address this prob-
lem. However, whether these proposals are scalable and

work in a rea-time manner is unknown.
Trustworthy: Different types of data have different

veracity. For example, camera and loop detectors cap-
ture all or nearly all vehicles, while Bluetooth and Wi-
Fi base stations do not. Our setting is faced with large
amounts of low-veracity data. However, the extracted
transportation knowledge should be trustworthy. This
causes a number of challenges, including the following.

Conflict reconciliation: Data from different sources
may disagree on the same property of a moving ob-
ject. For example, GNSS data may suggest that a ve-
hicle travels at 50 km/h, while PS data may suggest
55 km/h. The challenge is how to derive a single, trust-
worthy value for a property given conflicting data, and
how to quantify the trustworthiness.

Methods considering data source trustworthiness (e.g.,
weighted voting) [17, 18] can be adopted. Here, each
type of data is associated with a weight reflecting how
trustworthy it is. Using the weights, a single trustwor-
thy value for a property can be determined. The key is
how to determine the weights. Sometimes, the weight
of a technique may vary due to, e.g., weather condi-
tions. A method that can automatically assign appro-
priate weights and update weights when necessary is
highly desired. A possible solution is to use high-veracity
data, e.g., camera data, as training data, and to assign
and update the weights of other types.

Veracity enhancement: Veracity enhancement aims
to extract high-veracity knowledge from low-veracity
data from multiple sources. An interesting solution may
be to utilize social knowledge (e.g., social media data
that mentions traffic, or crowdsourcing) to help increase
veracity [19]. A challenge is how to utilize social knowl-
edge in an on-line setting.

Accurate prediction: It is challenging to use histor-
ical model knowledge to accurately predict near-future
traffic. This may call for novel types of models capable
of accommodating traffic dynamics and that are robust
enough to deal with low veracity data, e.g., by automat-
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ically dropping outlier data.

4. APPLICATIONS
Total traffic awareness enables a range of applications

and services, a few of which we review here.
Routing: Given a source-destination pair, a routing

service suggests routes. Eco-routing provides routes
that minimizes greenhouse gas emissions. Eco-routing
needs historical knowledge to construct time-varying
eco-weights that describe emissions on road segments
across time and may also need instant and future knowl-
edge to update eco-weights. Concerns for travel time
and distance may also be integrated into eco-routing,
yielding multi-criteria routing [20]. Next, continuous-
routing utilizes current and future knowledge to provide
up-to-date routes, e.g., the fastest route, from a driver’s
current location to the driver’s destination as traffic con-
ditions change. Finally, in context aware, personal-
ized routing, different drivers are provided with different
routes that best match their current preferences.

Parking: The objective is to help drivers find
parking. Capacity notification uses current and fu-
ture knowledge of parking availability to help drivers.
Nearby parking suggests the nearest available parking.
This requires historical knowledge of parking spaces
that are not recorded in digital maps (e.g., on-street
parking [21]) and also needs instant knowledge of cur-
rent availability.

Event Response: This relates to how to respond to an
event, e.g., a traffic accident or a football match. Event
detection concerns the discovery of events. A scheduled
event, e.g., a football match, can be identified from, e.g.,
web pages or social media. An unscheduled event, e.g.,
an accident, needs to be detected from instant knowl-
edge. Event effect predicts the spatio-temporal effect
of an event from historical, instant, and future knowl-
edge. Event notification aims to notify travelers of rel-
evant events in advance. This calls for comparison of a
traveler’s movement with the extent of an event. This
requires instant and future knowledge.
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[7] T. Idé and M. Sugiyama, “Trajectory regression on
road networks,” in AAAI, 2011.

[8] B. Yang, M. Kaul, and C. S. Jensen, “Using
incomplete information for complete weight
annotation of road networks,” TKDE, 2014.

[9] J. Zheng and L. M. Ni, “Time-dependent trajectory
regression on road networks via multi-task
learning,” in AAAI, 2013.

[10] B. Yang, C. Guo, and C. S. Jensen, “Travel cost
inference from sparse, spatio-temporally correlated
time series using markov models,” PVLDB,
6(9): 769–780, 2013.

[11] Y. Zhu, Z. Li, H. Zhu, M. Li, and Q. Zhang, “A
Compressive Sensing Approach to Urban Traffic
Estimation with Probe Vehicles,” IEEE Trans. Mob.
Comput., 12(11): 2289–2302, 2013.

[12] C. Guo, Y. Ma, B. Yang, C. S. Jensen, and
M. Kaul, “Ecomark: evaluating models of
vehicular environmental impact,” in
SIGSPATIAL/GIS, pp. 269–278, 2012.

[13] J.-G. Lee, J. Han, and K.-Y. Whang, “Trajectory
clustering: a partition-and-group framework,” in
SIGMOD, pp. 593–604, 2007.

[14] P. Li, X. L. Dong, A. Maurino, and D. Srivastava,
“Linking temporal records,” PVLDB, vol. 4, no. 11,
pp. 956–967, 2011.

[15] C. Rueda and M. Gertz, “Real-time integration of
geospatial raster and point data streams,” in
SSDBM, pp. 605–611, 2008.

[16] J. Yuan, Y. Zheng, X. Xie, and G. Sun, “Driving
with knowledge from the physical world,” in KDD,
pp. 316–324, 2011.

[17] A. Galland, S. Abiteboul, A. Marian, and
P. Senellart, “Corroborating information from
disagreeing views,” in WSDM, pp. 131–140, 2010.

[18] X. Yin, J. Han, and P. S. Yu, “Truth discovery
with multiple conflicting information providers on
the web,” TKDE, 20(6): 796–808, 2008.

[19] A. Artikis, “Heterogeneous stream processing and
crowdsourcing for urban traffic management,” in
EDBT, pp. 712–723, 2014.

[20] B. Yang, C. Guo, C. S. Jensen, M. Kaul, and
S. Shang, “Stochastic Skyline Route Planning
Under Time-Varying Uncertainty,” in ICDE,
pp. 136–147, 2014.

[21] B. Yang, N. Fantini, and C. S. Jensen, “iPark:
identifying parking spaces from trajectories,”
EDBT, pp. 705–708, 2013.

SIGMOD Record, September 2014 (Vol. 43, No. 3) 23



A Survey on XML Fragmentation

Vanessa Braganholo
Fluminense Federal University, UFF

Brazil

vanessa@ic.uff.br

Marta Mattoso
Federal University of Rio de Janeiro, COPPE/UFRJ

Brazil

marta@cos.ufrj.br

ABSTRACT
Efficient document processing is a must when large
volumes of XML data are involved. In such criti-
cal scenarios, a well-known solution to this problem
is to distribute (map) the data among several process-
ing nodes, and then distribute the processing accord-
ingly, taking advantage of parallelism. This is the ap-
proach taken by distributed databases and MapReduce
environments. Fragmentation techniques play an im-
portant role in these scenarios. They provide a way to
“cut” the database into pieces and distribute the pieces
over a network. This way, queries can also be “cut” into
sub-queries that run in parallel, thus achieving better
performance when compared to the centralized environ-
ment. However, there is no consensus in the database
community as to what an XML fragment is. In fact,
several approaches in literature present definitions of
XML fragments. In addition to query processing, us-
ing XML fragmentation techniques may also be helpful
when managing XML documents distributed along the
web or clouds. This paper surveys the existing XML
fragmentation approaches in literature, comparing their
features and highlighting their drawbacks. Our contri-
bution resides in establishing a map of the area.

1. INTRODUCTION
Efficient document processing is a must when

large volumes of XML data are involved [35, 56].
To achieve good performance in query processing,
lots of initiatives focus on indexing [13, 14, 18, 20,
21, 34, 57] and query optimization [15, 16, 29, 55,
74]. In addition to these initiatives, distributed
query processing can further improve the perfor-
mance when large collections of documents are in-
volved. In critical analytical scenarios, complex
queries, such as OLAP (On-Line Analytical Pro-
cessing), cannot effectively benefit from indexing
techniques since queries involve several attributes
and are ad-hoc.

MapReduce [22, 23] and Hadoop1 have been
1http://hadoop.apache.org

extensively used to execute operations in parallel
based on ad-hoc sub-sets of data. Originally de-
fined for searching web log datasets, MapReduce is
being progressively used for other types of datasets.
Horizontal data fragmentation, allocation and in-
dexing techniques [26] have been proposed to im-
prove Hadoop’s performance and experiments have
been performed over a variety of data, including
TPC-H OLAP queries [71]. Other types of fragmen-
tation have also been used to process large XML
datasets using Hadoop [17]. In fact, MapReduce
has been compared [24, 25, 61, 67] and combined
[3, 71] with Parallel Databases approaches, always
aiming at achieving better response times for query
processing. Such strategies can be used to process
large XML datasets if XML documents are correctly
fragmented and reconstructed.

The term XML fragment appeared in the begin-
ning of the last decade denoting a well-formed piece
of an XML document [69, 60] (in fact, the first draft
related to the W3C candidate recommendation ap-
peared in June of 1999). The main goal at that
time was to ease the communication between appli-
cations, so they could exchange pieces of documents
instead of entire ones. After that, the term XML
fragment was used (with several different defini-
tions) in the context of distributed databases [2, 12,
47, 64], and distributed query processing issues be-
gan to raise researchers’ interest. In essence, these
definitions can be summarized as follows: an XML
fragment is a (not necessarily well-formed) piece of
an XML document or subset of an XML collection.

Fragmentation techniques provide a way to “cut”
the database into pieces (fragments). This way,
queries can also be “cut” into sub-queries that
run in parallel over smaller portions of data, thus
achieving better performance when compared to its
serial execution over the whole document. Success-
ful parallel query processing in relational databases
has been directly achieved through table fragmen-
tation. By using the relational algebra to define
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fragments, algebraic query processing on these frag-
ments can be done with correctness rules [58]. How-
ever, there is no consensus in the database commu-
nity as to what an XML fragment precisely is. In
fact, several approaches in literature present defini-
tions of XML fragments [4, 8, 11, 12, 39, 42, 41,
43, 47, 62]. They can be classified according to the
way they fragment the data. Regardless of the frag-
mentation type, the fragmentation unit is usually
a collection of elements, which can be of Multiple
Documents (MD) or Single Document (SD) [75].

Given the large amount of approaches that pro-
pose fragmentation alternatives in literature, in this
paper we survey the existing approaches, compar-
ing their features and establishing a timeline, so the
reader can understand the evolution of the proposed
solutions, their characteristics, pros and cons. It is
important to note that, when we refer to distribu-
tion, we are not considering distributed query pro-
cessing in data integration scenarios [5, 33, 44, 68],
since their main goal is to provide data access, not
necessarily in a high performance fashion. We also
do not consider approaches that fragments the doc-
ument solely for internal query processing [40, 53,
72]. Instead, we focus on approaches that aim to
improve the performance on processing collections
of documents by distributing data to several nodes
in a network and use parallel processing strategies
such as MapReduce.

The remaining of this paper is organized as fol-
lows. Section 2 provides intuitive definitions for
XML fragmentation, and Section 3 formalizes them.
Section 4 discusses fragmentation techniques, while
Section 5 discusses their main features, comparing
them regarding several aspects. Finally, we discuss
open problems in Section 6.

2. AN INTUITIVE GRASP ON XML
FRAGMENTATION

Data fragmentation is characterized by physical
changes to the dataset, that is, the dataset is frag-
mented and allocated to multiple computational
nodes [4, 8, 12, 39, 42, 41, 43, 47]. In their book [58],
Ozsu and Valduriez present a detailed introduction
to the subject of XML distributed query process-
ing and XML fragmentation. They classify frag-
mentation in two groups: ad-hoc and structured.
Ad-hoc fragmentation does not take the document
schema into consideration. Edges are arbitrarily re-
moved from the document. Structured fragmenta-
tion, on the other hand, is one that uses schema
property(ies) to define the fragments [58]. In this
work we are focused on large-scale distributed and
parallel query processing. In structured fragmen-
tation, each fragment is usually defined by using

Figure 1: Horizontal fragmentation in the re-
lational model and in the XML model

Figure 2: Vertical fragmentation in the rela-
tional model and in the XML model
set operations (i.e. algebraic selection, projection)
over the dataset. In this case, the specification of
queries and fragments share the same operations,
which makes it easier to automatically decompose
queries to run in parallel over the fragments.

To help the intuitive grasp on XML fragments
we refer to fragmentation in the relational model
[58], where horizontal fragments are those obtained
by table selection operations. This means that
horizontal fragments are restricted by the selection
predicate and follow the same schema of the orig-
inal table. Vertical fragments, on the other hand,
are defined by projection operations, and thus fol-
low a different schema of the original table. The
same principle can be applied to XML databases
[4, 42]. Figure 1 and Figure 2 establish a parallel
between data fragmentation in the relational and in
the XML models.

In distributed databases, queries are executed
over one specific target fragment or in parallel by
accessing different fragments of the dataset inde-
pendently. Data fragmentation can be very effec-
tive in distributed query processing where there is
a well-known set of frequent queries. Such queries
must be analyzed so that a corresponding fragmen-
tation design2 can be achieved [6, 8, 42, 48]. A
2The process of deciding on how to fragment the
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good fragmentation design is one that benefits the
frequent queries, thus allowing for gains in perfor-
mance. Gains are focused on locality of access and
data pruning rather than parallel processing. The
price to be paid is poor performance for some of the
non-frequent queries and limited opportunities for
high performance parallel queries.

To illustrate, assume an XML collection COrders
that contains information about customer’s orders.
Queries are usually targeted at regions as follows:
South America, North America or Other Continent.
Assume also that the collection is physically frag-
mented into three fragments, based on their loca-
tion: one containing orders of customers from North
America (allocated at node n1 ), one containing or-
ders of customers from South America (allocated at
node n2 ), and a third one containing orders from
other Continents (allocated at node n3 ).

Now, assume that customers from North Amer-
ica buy items usually over 1,000 dollars. On the
other hand, South American customers’ orders are
usually around 500 dollars. Now, suppose we want
to run a query to retrieve the average total of or-
ders with items above 1,000. This query will be
distributed to the three fragments: sub-query s1
will be executed over the North America fragment,
sub-query s2 will query the South America frag-
ment, and sub-query s3 will run over the remaining
fragment. Since there are a lot more orders from
customers in North America that satisfy this query
predicate, s2 and s3 will probably finish their pro-
cessing way before s1. Thus, the total query pro-
cessing time will be highly influenced by s1, and
there is nothing n2 and n3 can do to help n1 pro-
cessing s1, since they do not have the required data.
If there is a following operation for these intermedi-
ate results, skew continues to be propagated. Even
if the fragments are replicated, since the sub-query
s1 is already running in n1 over the whole North
America fragment there is no way to stop this sub-
query (assuming query processing follows a static
optimized execution plan) and redistribute the ele-
ments of this long processing fragment to idle nodes.

This type of fragmentation favors the distributed
processing with the goal of restricting the access
to a subset of the data by using pruning strategies.
This happens in cases where a query accesses a sub-
set of the fragments (orders from North America
with items above 2,000 dollars, for instance). When
the goal is high performance, horizontal and verti-
cal fragmentation can still be used. The idea in this
case is to generate uniform fragments, with similar

database (how each fragment should be defined) is
called fragmentation design.

number of tuples/elements each. The goal is to fa-
vor parallel processing by using the largest possible
number of processing units. Still in this case, data
skew is a problem, since the query processing time
will also be highly influenced by selectivity factors
and the node that contains the largest number of tu-
ples/elements that satisfy the query predicate can
be overloaded.

3. FORMAL DEFINITIONS
Based on the intuition of XML fragmentation

presented in the previous section, we now formalize
the main concepts related to XML fragmentation.
As mentioned in the introduction, there is no con-
sensus in the literature as to what an XML fragment
exactly is. In this section, we present the definitions
proposed in [4] as an illustrative example.

XML Document. XML documents consist of
trees with nodes labeled by element names, at-
tribute names or constant values. Let L be the set
of distinct element names, A the set of distinct at-
tribute names, and D the set of distinct data val-
ues. An XML data tree is denoted by the expression
∆ := 〈t, `,Ψ〉, where: t is a finite ordered tree, ` is
a function that labels nodes in t with symbols in
L ∪ A; and Ψ maps leaf nodes in t to values in D.
The root node of ∆ is denoted by root∆. We as-
sume nodes in ∆ do not have mixed content; if a
given node v is mapped into D, then v does not
have siblings in ∆. Notice, however, that this is
not a limitation, but rather a presentation simpli-
fication. Furthermore, nodes with labels in A have
a single child whose label must be in D. An XML
document is a data tree.

Types. Basically, names of XML elements corre-
spond to names of data types, described in a DTD
or XML Schema. Let S be a schema. We say that
document ∆ := 〈t, `,Ψ〉 satisfies a type τ , where
τ ∈ S, iff 〈t, `〉 is a tree derived from the grammar
defined by S such that `(root∆) → τ . A collec-
tion C of XML documents is a set of data trees.
We say it is homogeneous if all the documents in
C satisfy the same XML type. If not, we say the
collection is heterogeneous. Given a schema S, a
homogeneous collection C is denoted by the expres-
sion C := 〈S, τroot〉, where τroot is a type in S and
all instances ∆ of C satisfy τroot. Figure 3 shows
the SOrders schema that was used in the example
given in Section 2. Over this schema, we can define
collections such as COrders := 〈SOrders, order〉,
or CItems := 〈SOrders, items〉, both of Multiple
Documents.

Path Expression. A path expression P is a se-
quence /e1/. . ./{ek | @ak}, where ex∈ L, 1 ≤ x ≤ k,
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Figure 3: SOrders sample schema
and ak∈ A. P may optionally contain “∗” to in-
dicate any element, and “//” to indicate any se-
quence of descendant elements. Besides, the term
e[i] may be used to denote the i-th occurrence of
element e. The evaluation of a path expression
P in a document ∆ represents the selection of
all nodes with label ek (or ak) whose steps from
root∆ satisfy P . P is said to be terminal if the
content of the selected nodes is simple (i.e., if
they have domain in D). On the other hand, a
simple predicate p is a logical expression: p :=
P θ value | φv(P ) θ value | φb(P ) | Q, where P is
a terminal path expression, θ ∈ {=, <,>, 6=,≤,≥},
value ∈ D, φv is a function that returns values in
D, φb is a boolean function and Q denotes an arbi-
trary path expression. In the latter case, p is true
if there are nodes selected by Q (existential test).

The following XML fragmentation definition
builds on the semantics of the operators from the
TLC (Tree Logical Classes) algebra [59], since it is
one of the few XML algebras [30, 32, 37, 63, 76,
77] that operates on sets of data trees, which are
natural operands for set fragmentation operations.

XML Fragment. A fragment F of a homoge-
neous collection C is a collection represented by
F := 〈C, γ〉, where γ denotes an operator defined
over C. F is horizontal if γ denotes a selection; ver-
tical, if operator γ is a projection; or hybrid, when
there is a composition of select and project.

Instances of a fragment F are obtained by ap-
plying γ to each document in C. The collection
of the resulting documents form the fragment F ,
which is valid if all documents generated by γ are
well-formed (i.e., they must have a single root).

Horizontal Fragmentation. A horizontal frag-
ment F of a collection C is defined by the selec-
tion operator (σ) [59] applied over documents in C,
where the predicate of σ is a boolean expression
with one or more simple predicates. Thus, F has
the same schema of C.

FCustomer :=
〈
COrders, π/order,{/order/items}

〉
FItems :=

〈
COrders, π/order/items,{}

〉
Figure 5: Example of vertical fragments
Let µ be a conjunction of simple predicates over a

collection C. The horizontal fragment of C defined
by µ is given by the expression F := 〈C, σµ〉, where
σµ denotes the selection of documents in C that sat-
isfy µ, that is, F contains documents of C for which
µ is true. Figure 4 shows the definition of the hori-
zontal fragments we used in Section 2. Notice that
the third fragment is defined as the complement of
the other two.

Notice that, by definition, SD repositories may
not be horizontally fragmented, since horizontal
fragmentation is defined over trees (instead of
nodes). However, the elements in an SD repository
may be distributed over fragments using a hybrid
fragmentation, as described later.

Vertical Fragmentation. A vertical fragment is
obtained by applying the projection operator (π)
[59] to “split” a data structure into smaller parts
that are frequently accessed in queries. Observe
that, in XML repositories, the projection operator
has a quite sophisticated semantics: it is possible to
specify projections that exclude subtrees whose root
is located in any level of an XML tree. A projection
over a collection C retrieves, in each document of C
(notice that C may have a single document, in case
it is of type SD), a set of subtrees represented by a
path expression, which are possibly pruned in some
descendant nodes.

Let P be a path expression over collection C. Let
Γ := {E1, . . . , Ex} be a (possibly empty) set of path
expressions contained in P (that is, path expres-
sions in which P is a prefix). A vertical fragment
of C defined by P is denoted F := 〈C, πP,Γ〉, where
πP,Γ denotes the projection of the subtrees rooted
by nodes selected by P , excluding from the result
the nodes selected by the expressions in Γ. The set
Γ is called the prune criterion of F . As an exam-
ple, we could separate customers from items, plac-
ing them in different fragments, as shown in Figure
5. Note that this is an alternative fragmentation,
non-related to the one shown in Figure 4.

It is worth mentioning that the path expression
P cannot retrieve nodes that may have cardinality
greater than one, except when the element order
is indicated. This restriction assures that the frag-
mentation results in well-formed documents, with-
out the need of generating artificial elements to re-
organize the subtrees projected in a fragment.

Hybrid Fragmentation. The idea of hybrid frag-
mentation is to apply a vertical fragmentation fol-
lowed by a horizontal fragmentation, or vice-versa.
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FNorthAmerica :=
〈
COrders, σ/order/customer/region=”NorthAmerica”

〉
FSouthAmerica :=

〈
COrders, σ/order/customer/region=”SouthAmerica”

〉
FOtherContinent :=

〈
COrders, σ/order/customer/region<>”NorthAmerica” and /order/customer/region<>”SouthAmerica”

〉
Figure 4: Example of horizontal fragments

An interesting use of this technique is to normalize
the schema of XML collections in SD repositories,
thereby allowing horizontal fragmentation.

Let σµ and πP,Γ be selection and projection
operators, respectively, defined over a collection
C. A hybrid fragment of C is denoted by F :=
〈C, πP,Γ • σµ〉, where πP,Γ •σµ denotes the selection
of the subtrees projected by πP,Γ that satisfy µ.

Correctness Rules. Consider that a collection
C is decomposed into a set of fragments Φ :=
{F1, ..., Fn}. The following rules must be verified
to guarantee the correct fragmentation of C:
Completeness: each data item in C must appear
in at least one fragment Fi ∈ Φ. In the horizontal
fragmentation, the data item consists of an XML
document, while in the vertical fragmentation, it is
a node.
Disjointness: for each data item d in C, if d ∈ Fi,
Fi ∈ Φ, then d cannot be in any other fragment
Fj ∈ Φ, j 6= i.
Reconstruction: it must be possible to define an op-
erator ∇ such that C := ∇Fi, ∀Fi ∈ Φ, where ∇
depends on the type of fragmentation. For hori-
zontal fragmentation, the union (∪) operator [37]
is used (TLC is an extension of TAX [37]), and for
vertical fragmentation, the join (./) operator [59] is
used.

These rules are important to guarantee that
queries are correctly translated from the centralized
environment to the corresponding fragmented one,
and that results are correctly reconstructed.

4. FRAGMENTATION TECHNIQUES
In the next subsection we discuss ad-hoc frag-

mentation alternatives and then we focus on sev-
eral approaches for structured fragmentation, fol-
lowing Ozsu and Valduriez [58] fragmentation clas-
sification.

4.1 Ad-hoc Fragmentation
Ad-hoc fragmentation approaches do not take the

schema into consideration when defining the frag-
ments. To generate the fragments, they either arbi-
trarily cut the document and mark it in a way that
it can be reconstructed later, or use some kind of
constraint over the document. We call these alter-
natives holes and fillers, and constraint-based, re-
spectively.

Holes and Fillers. Bose et al propose a fragmen-

tation model for stream data [11]. Using this frag-
mentation model, Bose and Fegaras [10] focus on
processing fragmented data streams using a system
they call XFrag. In this context, the goal is to frag-
ment stream data and send it through the network.
XFrag uses the concept of holes and fillers to frag-
ment XML documents that will be sent over the
network as data streams. The original document
is divided into several smaller documents called
fillers. Each fragment may contain one or more
holes, where other fragments (the fillers) may fit.
Such holes are marked with special tags stream:hole,
which reference the ID of its corresponding filler.
The information about the structure of the original
document is called tag structure. Roughly speaking,
it describes the DTD of the XML document that is
to be fragmented and assigns an id to each element
type.

Lee, Kim and Kang [45] analyze the classical
holes and fillers approaches for stream query pro-
cessing [10, 36] and claim they are inefficient in
terms of memory consumption. To overcome this
limitation, they propose to use a labeling scheme to
connect vertical fragments of an XML document.
In a XML tree, a labeling schema (such as global
order or Dewey encoding [70]) can be used to con-
nect parent and child. In the same way, Lee, Kim
and Kang use a labeling schema to connect vertical
fragments, where each fragment is a subtree of the
original tree. Despite the ad-hoc nature of this ap-
proach, the authors mention the importance of the
reconstruction property for correctness. Although
there are not an explicit notion of holes and fillers
in this approach, each fragment carries an id that
is used to connect it to its parent, which is similar
to the other holes and fillers approaches.

The query processing technique is also different
from the ones applied to stored data. If we were to
apply traditional distributed query processing tech-
niques with the fragmentation schema proposed in
[11], query processing would be inefficient, since it
would be necessary to completely reconstruct the
document before processing the query. This is be-
cause XFrag does not distinguish between horizon-
tal, vertical and hybrid fragmentation. Also, it is
not possible to describe fragments using predicates,
which makes it impossible to define horizontal or
hybrid fragments.

The ad-hoc fragmentation proposed by Abiteboul
et al. [1, 2] use remote function calls (web ser-
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vices) to fragment XML documents. The approach
is called Active XML, and the goal is to guar-
antee that documents are up-to-date with respect
to the ever-augmenting dynamic issues in current
distributed and parallel computing environments.
From time to time, or at query time, the web ser-
vices are called and the results are embedded as
XML fragments into the Active XML document.
Thus, in this approach, web service calls represent
cross-fragment edges [58]. Note that this can be
seen as a holes and fillers approach, where web ser-
vice calls are considered holes, which mark fragmen-
tation spots, and their results are considered fillers.

Constraint-based. Bonifati and Cuzzocrea [8]
propose a fragmentation approach based on struc-
tural constraints of the XML document: size, tree-
width, and tree-depth. Given values for these three
constraints, their approach finds ways of fragment-
ing the original tree to satisfy the constraints. The
approach is based on a set of heuristics, and it
is called SimpleX. There is no separation of frag-
mentation types, and no correctness rules. The
approach was designed to work with stream data,
but can be applied over stored data as well. The
problem is that there are several possible ways of
fragmenting a database while respecting the con-
straints. In this sense, Waldvogel, Kramis and Graf
[73] propose five split algorithms and evaluate their
performance, with the aim at finding the one that
produces the most effective fragments.

Choi et al [17] use MapReduce to process a set
of small XPath queries in parallel over large XML
documents in an approach called HadoopXML. The
input XML file is fragmented so that data blocks of
equal size are produced. This is similar to the size
constraint proposed by Bonifati and Cuzzocrea [8],
and, as such, there is also no correctness rules or
a formal concept of fragment type. The main goal
of HadoopXML is to process as many small queries
as possible in parallel. High-cost ad-hoc queries are
not addressed.

4.2 Structured Fragmentation
According to Ozsu and Valduriez, ad-hoc frag-

mentation works well when data is already dis-
tributed. However, since there is no clear fragmen-
tation predicate, there is less opportunity for dis-
tributed query optimization. An alternative that
addresses this issue is structured fragmentation,
which is based on the concept of fragmenting an
XML data collection according to some properties
of the schema [58].

Structured fragmentation can be performed in
several ways. In this survey, we classify the ex-

isting approaches according to the way they define
the fragments, which can be: hybrid, XPath-based,
and set-oriented.

Hybrid. Ma and Schewe [47] base their XML
fragments definition on ideas from fragmentation
of object databases. In fact, a previous publica-
tion of Schewe contrasts fragmentation for these two
models [64]. In their work, Ma and Schewe pro-
pose three types of XML fragmentation: horizon-
tal, which groups elements of an XML document ac-
cording to some selection criteria; vertical, which re-
structures a document by unnesting some elements;
and a special type named split, that breaks an XML
document into a set of new documents. Despite the
use of the names horizontal and vertical, their frag-
ments are not purely based on selection and pro-
jection. For example, horizontal fragmentation in-
volves data restructuring and elements projection,
thus yielding fragments with different schema def-
initions. Also, vertical fragmentation requires the
specification of artificial elements to restructure the
document, and artificial attributes to properly con-
nect document fragments (for reconstruction pur-
poses). Even though the user can define fragments
from several XML documents, their approach is not
suitable for MD repositories. In this case, to define
horizontal fragments, the user must first integrate
all XML documents into an SD view. It is impor-
tant to note that they followed up with their work
[49, 50] by proposing a cost model to help the frag-
ments design aiming at reducing the query process-
ing time [48, 52, 51].

XPath-based. Bremer and Gertz [12] propose an
approach for distributed XML design, covering both
data fragmentation and allocation. Fragments are
defined using XF, a subset of XPath. Each fragment
definition consists of two parts: a selection fragment
and optionally a set of exclusion fragments. The se-
lection fragment is applied to the XML database,
resulting in a set of nodes N. Then, the exclusion
fragments are applied over N. The results are the
desired fragments. It is clear that this formalism
does not distinguish between horizontal and verti-
cal fragmentation, which are combined into a hy-
brid type of fragment definition. Nevertheless, their
approach only addresses SD repositories. They
aim to maximize local query evaluation by repli-
cating global information, and distributing some
index structures. They present important perfor-
mance improvements, but their empirical evaluation
focuses on the benefits of such indexes. Although
Bremer and Gertz mention correctness rules, they
do not present a reconstruction rule, which is cru-
cial for automatic query processing.
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Bonifati et al. [9] also define vertical fragments
using XPath expressions. In the fragments defini-
tion, path expressions may contain child axes and
positional filters. One fragment may possibly refer-
ence many fragments: a single super fragment, that
is an ancestor of the current fragment, and (pos-
sibly many) child fragments. Child fragments are
connected to their parent through sub tags that are
artificially inserted into the parent fragment. Each
sub tag references a child fragment. These defini-
tions are used in a DHT (distributed hash table)
P2P (peer-to-peer) system that supports XPath
lookup queries. Since no selection predicate is al-
lowed in the fragment definition, this approach does
not consider horizontal nor hybrid fragmentation.
An extended version of this paper, including exper-
imental results, appeared in a journal paper in 2006
[7]. The main goal of the experiment was to measure
the number of hops needed to find a query answer in
the DHT, assuming the data is fragmented accord-
ing to their definitions. Note that this approach
has also the idea of holes and fillers, but it is classi-
fied as structured since it uses XPath to define the
fragments.

The approach of Jeong et al. [38] also resembles
the idea of holes and fillers. It splits the XML tree
into subtrees with the goal of easing the processing
of keyword-based queries. Fragments are defined
using XPath and connected in a tree of fragments
that is called Fragment Object Tree. There is no
clear distinction between fragment types, but it is
possible to use filters in the XPath expressions to
define fragments (which plays the role of selections),
and each of the several XPath expressions that de-
fine the Fragment Object Tree plays the role of a
projection. Thus, we could classify this approach
as providing a hybrid fragmentation.

Fegaras et al. [29] propose a declarative lan-
guage to specify MapReduce jobs over XML doc-
uments called MRQL [28]. They propose a frag-
mentation technique based on the Hadoop input
format. Fragments are defined by synchronization
nodes and XPath expressions that are applied over
these nodes. There are no correctness rules, but
there is an algebra behind MRQL that is used to
perform query optimization.

Set-oriented. Andrade et al. [4] defined horizon-
tal, vertical and hybrid XML fragments inspired by
the analogous definitions for the relational model
[58]. Their approach is called PartiX and explores
the analogy between relations and collections of
trees (both are sets). It supports both SD and MD
databases. Fragments are defined by XML alge-
bra expressions [59]. A horizontal fragment is de-

fined by a selection operation, while a vertical frag-
ment is defined by a projection, plus an optional
set of path expressions that point to subtrees to be
pruned out of the fragment. A hybrid fragment is
defined by a selection followed by a projection, or
vice-versa. The definitions presented on Section 4
are extracted from this work, which is pioneer in
the sense of formally defining correctness rules for
the fragmentation definition. As in the relational
model, the same algebra is used to define fragments
and query predicates, which helps query decompo-
sition and predicate matching. By using the same
algebra and correctness rules, they were able to de-
fine a query processing methodology that is capable
of automatically processing queries over distributed
and fragmented databases [59].

Kido, Amagasa and Kitagawa [39] proposed hor-
izontal and vertical fragmentation for XML data
that was also inspired by the relational model. In
their work, they use Data Guides [34] as the schema
definition for the XML database. Their fragments
are then specified over the Data Guide, which can
be represented as a graph. A vertical fragment is a
sub-graph of the graph that represents the database
schema. A horizontal fragment is defined over a ver-
tical fragment. When compared to the approach of
Andrade et al. [4], the horizontal fragment of Kido,
Amagasa and Kitagawa [39] is similar to the hybrid
fragment of Andrade et al. They do not have a spe-
cific horizontal fragment as presented in PartiX [4],
and no reconstruction rule either.

Kling, Ozsu and Daudjee [41] propose vertical
fragmentation for XML databases. Their defini-
tion of vertical fragments is similar to that of [39].
However, they do not define horizontal nor hybrid
fragments, although they mention they should be
defined by selections (horizontal fragments) and se-
lection plus projections or vice-versa (hybrid frag-
ments).

This, in fact, is done in their following work [42],
where Kling, Ozsu and Daudjee present definitions
for horizontal and vertical fragments. The revised
ideas in [42] are equivalent to those of Andrade et al.
[4]. A horizontal fragmentation algorithm is defined
over MD collections by using selection predicates
and minterm3 combinations, resulting in homoge-
neous fragments. Vertical fragments are defined by
partitioning the schema of the documents into dis-
joint subgraphs, and can be applied to either SD
or MD collections. Finally, horizontal and vertical
fragments can be combined into hybrid fragments.
The focus of their fragmentation design technique,
however, is on pruning fragments for distributed

3A minterm is a conjunction of simple predicates [58].
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query processing rather than on high performance
parallel processing. It is targeted on a previously
known frequent set of queries.

A common problem to [4] and [42] is that the
use of minterms lead to a fixed number of frag-
ments, disregarding the number of available pro-
cessing units. This approach applies to distributed
databases, but not to parallel query processing,
since the number of fragments is typically much
smaller than the current available processing units,
which leads to idle processors and load unbalance.
Since the number of processing units can be very
dynamic, any design with a fixed number of frag-
ments will require additional techniques to provide
for high performance.

5. DISCUSSION
Now that we have discussed the main approaches

on physical XML fragmentation, in this section we
study the impact they had in literature by establish-
ing a timeline. Finally, we analyze the features of
each of the proposed approaches, summarizing their
differences. Our goal is to try to obtain a uniform
view on the XML fragments definitions and show
the benefits of the different fragmentation design
techniques so the designer can choose according to
the target query-processing scenario.

In the timeline, shown in Figure 6, we analyze
when each of the approaches was proposed. Ad-hoc
approaches are shown in green, while structured ap-
proaches are shown in blue. White rectangles de-
note derived approaches. We consider a paper to be
derived from a previous one if it discusses new fea-
tures based on previous definitions. For instance,
Figueiredo, Braganholo and Mattoso [31] used the
definition of Andrade et al. [4] to propose a method-
ology for distributed XML query processing, and
thus it is shown in white in the Figure. For de-
rived approaches, we use a solid line to point to the
original approach (either a green or blue rectangle).
This way we can analyze the impact and continu-
ity of each of the individual approaches. The dot-
ted line that connects Ma and Schewe’s approach
with Schewe’s approach denotes a previous work
that pavements the subject, but do not present the
fragments definitions themselves.

Additionally, each approach is positioned into a
lane, according to its classification as constraint-
based, holes and fillers, XPath-based, set-oriented
or hybrid. This helps one to have a better under-
standing of how each type of approach evolved over
time. While the timeline evidences that the subject
has been continuously investigated throughout the
years, Table 1 and Table 2 summarize the features
of each of the approaches for structured (Table 1)

and ad-hoc (Table 2) fragmentation, shown in Fig-
ure 6.

The first interesting feature to note is that, from
all of the approaches, only two support fragmenta-
tion of MD collections [4, 42]. These two approaches
are equivalent in terms of ideas. The only differ-
ence resides in the formalism that is used to present
them. Ma and Schewe [47] also mention support to
MD collections, but this needs to be done by first
defining a single SD view, and then applying the
fragmentation over this SD view. This maneuver
could be applied to the other approaches as well,
but it creates an artificial layer that needs to be
handled by the user (that needs to create the views),
and also at query processing time (it may decrease
query performance). All of the approaches support
fragmentation of SD collections.

Regarding the fragmentation types, most of the
approaches allow a hybrid type of fragment [4, 12,
28, 38, 39, 42, 47]. In fact, in [39], a horizontal frag-
ment is a subset of instances conforming to a verti-
cal fragment. Thus, to be able to achieve horizontal
fragmentation, one needs first to vertically fragment
the database. Due to that reason, we consider this
to be a hybrid fragment instead of a horizontal one.
In a similar line of thought, Ma and Schewe [47]
define their horizontal fragments by using selection
and projection operations. In this paper, we con-
sider them to be hybrid fragments, since horizontal
fragments are classically defined only by selection
operations [58]. However, we classified both [47]
and [39] as allowing horizontal fragments in Table
1, preserving the classification given by the paper
authors. According to this discussion and reclassi-
fication of fragmentation types, only [4, 42] support
pure horizontal fragmentation.

As for vertical fragments, four out of nine struc-
tured approaches [4, 39, 42, 41] support pure verti-
cal fragmentation. Ma and Schewe allow a special
type of projection that unnests elements and ar-
range then into new artificial elements in the XML
document. Thus, they do not use pure projections
to define the vertical fragments. Additionally, they
require artificial attributes to be created to support
document reconstruction. Such attributes contain
references to connecting fragments. Similarly, Boni-
fati et al. require an artificial element called sub to
connect vertical fragments. Thus, we do not con-
sider it to use pure projections.

Since ad-hoc fragmentation does not rely on an
explicit fragmentation specification, Table 2 does
not present the fragmentation types.

As mentioned before, in the same way as in the re-
lational model [10], correctness rules are needed for
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Figure 6: Timeline of the XML fragmentation approaches

automatic distributed query processing. When we
use the same XML algebraic operations in fragmen-
tation definition and query processing, automatic
mappings from centralized to distributed fragments
can be achieved following on correctness rules. Ma
and Schewe [47] mention the need of creating arti-
ficial attributes for reconstruction purposes. How-
ever, only three of the proposed approaches present
or mention correctness rules [4, 12, 39]. The ap-
proach in [39], however, does not present them
formally, and does not include the reconstruction
rule, which is crucial for reconstructing the original
database from its fragments and vice-versa, thus al-
lowing a correct mapping from centralized database
to the corresponding distributed database. This al-
lows for automatic distributed query processing on
top of the mapped fragments. Bremer and Gertz’s
approach [12], on the other hand, does mention the
importance of a reconstruction rule, but does not
define it. Only [4] formally defines the three cor-
rectness rules. In fact, these rules are then explored
in their following work [59] to automatically process
distributed queries over the fragmented database.

Finally, most of the approaches deal with stored
data [2, 4, 8, 12, 28, 38, 39, 42, 41, 47] instead of
streams, and use native XML databases to store the
data [2, 4, 8, 12, 38, 42, 41, 47]. Approaches based
on MapReduce use HDFS to store the data [17, 28].

6. OPEN PROBLEMS
Based on our analysis of previous work in XML

fragmentation, we have identified a list of open
problems, which we discuss next.

Fragmentation Design. When fragmentation de-
sign is used, the most frequent queries must be
known to derive a good fragmentation schema - one
that benefits the most frequent queries. Experi-
ments in literature show that queries that do not
benefit from the fragmentation design suffer large
impacts on performance [39, 59]. Only a few work
in literature present algorithms for XML fragmen-
tation design [6, 8, 42, 48, 66]. However, these al-
gorithms were not used in parallel query processing
and they do not present correctness rules for the
resulting fragmentation. This makes it difficult to
check the correctness of the fragmentation schema
designed by the algorithms.

Even in cases where fragmentation design was
performed, it cannot be easily adapted to changes in
the query processing environment (for example, the
addition of processing nodes). Additionally, prun-
ing irrelevant fragments limits parallelism and per-
formance gains, since several computational nodes
remain idle when they have fragments that are ir-
relevant to the query that is being processed. In
fact, experimental results [42] show that the prun-
ing algorithm does not improve query performance.

Implementation. The absence of correctness rules
also affects query processing. Most of the ap-
proaches show evaluation performance of query pro-
cessing, and thus they implemented a prototype
that is capable of processing queries. However,
due to the absence of correctness rules, their pro-
totype becomes a black box, very complex to be
re-implemented by people outside their research
group. This also prevents these approaches from
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Table 1: Summary of the approaches for structured fragmentation
MD SD horizontal vertical hybrid

correctness
rules

source
data

storage

Ma, Schewe [47] N Y
selection +
projection

artificial elements – – stored native

Bremer, Gertz [12] N Y – –

selection
fragments
+ exclusion
fragments

disjointness,
completeness

stored native

Bonifati et al. [9] N Y –
projection and ar-
tificial elements

– – stored native

Andrade et al. [4] Y Y selection projection
selection +
projection

disjointness,
completeness,
reconstruction

stored native

Kido, Amagasa,
Kitagawa [39]

N Y
subset of the
vertical frag-
ments

subgraph of a
dataGuide

–
disjointness,
completeness

stored relations

Jeong et al. [38] N Y – –
selection +
projection

– stored native

Kling, Ozsu,
Daudjee [41]

N Y –
subset of a
schema graph

– – stored native

Kling, Ozsu,
Daudjee [42]

Y Y selection projection
selection +
projection

– stored native

Fegaras et al. [29] N Y – –
selection +
projection

– stored HDFS

Table 2: Summary of the approaches for ad-hoc fragmentation
MD SD correctness rules source data storage

Abiteboul et at. [2] N Y – stored or stream native
Bose at al. [11] N Y – stream –
Bonifati, Cuzzocrea [8] N Y – stored or stream native
Lee, Kim, Kang [45] N Y – stream –
Choi et al. [17] N Y – stored HDFS

being used in Map-Reduce settings. We have un-
successfully searched for publicly available imple-
mentations of each of the approaches, but only
found one of Fegaras et al. [28]. In fact, it is
currently an incubated project at Apache, which
is available at http://lambda.uta.edu/mrql. As
for the ad-hoc approaches, only Active XML is
publicly available at the OW2 open source portal
(http://forge.ow2.org/projects/activexml).

Virtual Fragmentation. The approaches we dis-
cuss in this paper can all be classified as physical
fragmentation, since they physically break the XML
tree into several pieces. Virtual fragmentation [54]
is an alternative to physical fragmentation, and con-
sists of replicating the database into several nodes
and distributing the query into subqueries so that
each node runs over a different portion of the data.
Virtual fragmentation approaches [62] do not suffer
from problems related to the physical fragmenta-
tion design, since data is replicated in all nodes,
and queries run over all available nodes, each over
a small non-overlapping portion of the data. The
sub-queries are run in parallel, thus achieving gains
in performance when compared to centralized ap-
proaches.

Virtual fragmentation is trickier in the XML
model than in the relational model because of the
lack of keys in the former. In fact, in the relational
model, the sub-queries are built by adding selection
predicates that range over the domain of the table
key. The XPath function position() is a good re-
placement for the table key because it is unique (a
given element in an XML document has a unique
position in the context of its parent). However, this
is not enough. In the same way that virtual frag-
mentation in the relational model needs the help
of clustered indices, another feature of the Native
XML databases is crucial for the virtual fragment
to work properly - each element must be indexed
by its position, so that the query processor can go
directly and only access the desired elements when
processing a sub-query. Full scans must be avoided
at all costs. In fact, experimental results by Silva
et al. [65] show that, in general, native DBMSX in-
dex XML elements by their position. Thus, virtual
fragmentation is a promising technique, especially
in dynamic environments such as clouds, but needs
further investigation.

Parallelism. One of the main problems in obtain-
ing acceleration in parallel query processing is load
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balance, which is a problem in almost all scenarios.
Load balance is very important for efficient query
processing, and is not taken into account in exist-
ing approaches, not even in virtual fragmentation
[62]. MapReduce tries to deal with load balancing
by submitting backup tasks when the whole process
is close to completion. This way, only the answer
provided by the task that finishes first is considered
[23]. This does not solve the problem, but it is a
start. Recent work has been done on the issue of op-
timizing XML query processing in MapReduce [27,
28, 29]. Others leave the fragmentation technique
open [19]. The authors of [62] suggest using adap-
tive virtual fragmentation [46] to solve this issue.
This, however, has not been done yet.
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ABSTRACT 

Databases often support enterprise business and store 

its secrets. This means that securing them from data 

damage and information leakage is critical. In order to 

deal with intrusions against database systems, Database 

Intrusion Detection Systems (DIDS) are frequently 

used. This paper presents a survey on the main 

database intrusion detection techniques currently 

available and discusses the issues concerning their 

application at the database server layer. The identified 

weak spots show that most DIDS inadequately deal 

with many characteristics of specific database systems, 

such as ad hoc workloads and alert management issues 

in data warehousing environments, for example. Based 

on this analysis, research challenges are presented, and 

requirements and guidelines for the design of new or 

improved DIDS are proposed. The main finding is that 

the development and benchmarking of specifically 

tailored DIDS for the context in which they operate is a 

relevant issue, and remains a challenge. We trust this 

work provides a strong incentive to open the discussion 

between both the security and database research 

communities. 

1. INTRODUCTION 
Databases are of vital importance to nearly all 

enterprises. They support the business’ operational and 

analytical requirements, and often store its secrets. For 

example, Data Warehouses (DWs) store extremely 

sensitive business information, making them a major 

target for attackers. Therefore, securing their data from 

damage or leakage is a critical issue. To manage this, 

enterprises typically implement several layers of 

protection between users and data, working at the 

network, host, and database levels.  

Most solutions for data protection at the database layer 

consist of Database Intrusion Detection Systems 

(DIDS), well-defined data access policies and 

encryption. Although data access policies and standard 

encryption algorithms are widely used, and relatively 

simple to configure in today’s DataBase Management 

Systems (DBMS), choosing which DIDS to use in 

certain environments is not a trivial task. 

This paper describes and analyzes the main techniques 

for DIDS, and discusses their practical limitations. For 

example, since most database intrusion detection 

techniques rely on command-syntax analysis for user 

profiling (which typically consists of determining usual 

data access patterns and dependencies), the ad hoc 

nature of significant portions of data warehousing 

workloads makes distinguishing abnormal from normal 

user activity an extremely difficult task. Moreover, 

most DIDS are incapable of preventing or stopping a 

user action before it finishes its execution, i.e., they 

lack intrusion response capability. Given the value of 

data in many business contexts, these are critical issues 

that might make the currently available DIDS 

inefficient or even unfeasible solutions in many 

database systems. 

The main contributions of this work are the description 

of the distinct existing intrusion detection techniques 

and a discussion on how these DIDS are applicable to 

each database context, pointing out their weak spots 

considering the typical user workload and the specific 

characteristics of each type of environment. Based on 

those weaknesses, we present the existing research 

challenges and opportunities, and propose a set of 

requirements and guidelines to drive the development 

of new and/or improved DIDS specifically designed for 

those environments. We argue that this is a pertinent 

issue and remains a challenge.  

Another important finding is that despite the 

importance of the role played by benchmarks in testing 

and comparing systems, until this moment no 

benchmark has been proposed for evaluating the 

performance of DIDS at the database level. 

2. DATABASE INTRUSION 

DETECTION SYSTEMS 
Detecting illicit access and malicious actions are the 

main goals of Intrusion Detection Systems (IDS). 

There are mainly two approaches: misuse detection, 

looking for well-known attack patterns; and anomaly 

detection, looking for deviations from typical user 

behavior. The first approach works efficiently against 

previously known and expected intrusion actions. 

36 SIGMOD Record, September 2014 (Vol. 43, No. 3)



However, it is incapable of acting against intrusions 

that reveal new forms of attack or malicious user 

actions that seem “normal”. To overcome these issues, 

anomaly detection techniques have been proposed.  

In these systems there is typically a learning or training 

phase (i.e., previous to intrusion detection), in which 

database logs and/or command datasets assumed as 

having “normal” or intrusion-free activity are used in 

order to build the user behavior profiles [21]. After this 

learning phase, the intrusion detectors match user 

actions against those profiles to find significant 

deviations which are signaled as potential intrusions. 

The main requirements that intrusion detection systems 

need to cope with are:  

1) Adequately defining and building profiles that 

accurately represent “normal” user behavior or 

workloads, as well as identifying attack 

signatures; 

2) Given those profiles and/or attack signatures, 

define which behavioral features as well as which 

techniques and models maximize the performance 

and accuracy of the intrusion detection processes; 

3) Reporting system status to security staff and 

notifying them about generated alerts; 

4) Promote a way of stopping or preventing the 

attack whenever an intrusion alert is raised (this 

feature may or not be present in the IDS; if it is 

the case, literature often refers the IDS as an 

Intrusion Detection and Response System, or 

Intrusion Detection and Prevention System).  

From an impersonation perspective, an intruder can be 

one of the following [30]: 

 An authorized user, which is someone belonging to 

the enterprise that has regular access to authorized 

database interfaces and acts with malicious intent 

(commonly referred as an insider threat); 

 A masqueraded user, which is someone that 

obtains the credentials of an authorized user and 

impersonating that user takes control of an 

authorized interface (also referred as an insider 

threat when the attacker is someone from within the 

enterprise but without regular authorized database 

access, and refers to an outsider threat when it 

comes from someone outside the enterprise that 

manages to obtain the credentials); 

 An external attacker (commonly referred to as the 

outsider threat), which is someone from outside the 

enterprise that is able to bypass database security 

and gain direct database access using SQL injection 

or other vulnerability exploiting techniques. 

Considering the intruders’ intentions, there are mainly 

three types of attacks mobilized against databases [8]: 

 Attacks aiming at corrupting data (integrity 

attacks). In these types of attack, the intruder seeks 

access to the database for executing actions that 

compromise its integrity, such as corrupting or 

deleting the data in a given database object (e.g. 

such as modifying the contents of a table); 

 Attacks aiming at stealing information 

(confidentiality attacks). In these attacks, the 

intruder focuses on breaking confidentiality issues, 

such as stealing business information, rather than 

damaging data; 

 Attacks aiming at making the database unavailable 

(availability attacks). These attacks aim on making 

database services unavailable to users, i.e., they are 

mainly Denial of Service (DoS) attacks (e.g. 

flooding database services and bandwidth with a 

large number of requests, crashing database server 

instances, deleting database objects, etc). 

In the past, several types of database intrusion 

detection techniques have been proposed. This section 

presents a descriptive analysis of selected samples from 

each different type of approach and/or technique for 

dealing with all types of attacks, in order to 

characterize the broad scope of existing solutions 

against both insider and outsider threats. 

2.1 Temporal Analysis 
These techniques focus on temporal features such as 

the time span between user actions and the duration of 

those actions. The approach in [18] uses a mean and 

standard deviation model built from time signatures to 

check for outliers within a predefined range in real-

time database systems. This solution considers a 

transaction as a set of read and/or write actions for each 

data object which is executed in predefined update time 

periods.  

For example, updating a temporal data object (event) 

can trigger a rule such that the update time is checked 

against the expected update time (condition) and 

rejects the update (action) if the predicate returns false, 

considering it an intrusion. The training period occurs 

until a significant mean with 99% confidence level of a 

normal distribution is obtained for each object/update 

pair. Database behavior is monitored by sensors at the 

transaction level, which are assumed to be small in size 

and have fixed semantics such as write-only operations 

and well-defined data access patterns. If a transaction 

tries to update a temporal data object that has already 

been updated in that period, an alarm is raised. 
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2.2 Dependency and Relation Analysis 
Intrusion detection techniques based on dependency 

and relation analysis compute dependencies and/or 

relations among the distinct sets of user actions and/or 

accessed data to find out which columns, rows, tables, 

etc. and/or commands are usually issued or processed 

together.  

The DEMIDS system [4] builds user profiles based on 

their activity by determining frequent itemsets from 

feature/value pairs and computes distance measures of 

user activity against the learnt frequent itemsets to 

detect intrusions, given a threshold. The features are 

typically based on the syntactical analysis of user 

commands, where the itemset domains are the sets of 

attributes issued together. 

Another approach using frequent itemset mining is 

presented in [33]. This approach summarizes each user 

command into a tuple <Op, F, T, C> where Op is the 

type of SQL command (insert, select, etc), F is the set 

of attributes, T is the set of tables, C is the constrained 

condition set. An algorithm mines user query profiles 

using these tuples, based on the pattern of the 

submitted queries at the transaction level. The 

algorithm adapts the support and confidence of 

association rule mining by adding query structure and 

attribute relations to the computation. 

The Role-Based Access Control DIDS proposed in 

[11] improves a previous approach [1] using features 

named quiplets for summarizing each user command. 

Considering a generic command SELECT {Target-
List} FROM {Relation-List} WHERE 

{Qualification}, a quiplet is defined as (C, PR, 

PA, SR, SA) where C is the SQL main command 

(insert, select, etc.), PR is the Projection-Relation 

information, PA is the Projection-Attribute information, 

SR is the Selection-Relation information, and SA is the 

Selection-Attribute information.  

The authors define three types of quiplets with different 

granularities: given a relation (alias table) R1 with 

attributes A1, B1, C1, D1 and a relation R2 with 

attributes A2, B2, C2, D2 and a user command SELECT 
R1.A1,R1.C1,R2.B2, R2.D2 FROM R1,R2 WHERE 

R1.B1=R2.B2, they generate the coarse c-quiplet 

(select,<2>,<4>,<2>,<2>), medium m-quiplet 

(select,<1,1>,<2,2>,<1,1>,<1,1>) and fine f-

quiplet (select,<1,1>,<[1,0,1,0],[0,1,0,1]> 

,<1,1>,<[0,1,0,0],[0,1,0,0]>). 

For anomaly detection when the database has role-

based users (i.e., it is possible to link each user action 

to a given role), a Naïve Bayes Classifier (NBC) is 

used as follows: for all queries in the audit logs, and for 

each role, the classifier for each type of quiplet is built 

(training phase); for each submitted query, if any of its 

classifiers is different from the ones in its roles, the 

action is considered an intrusion and an alert is 

generated (testing phase).  

If role-based access policies are not implemented in the 

database, they propose unsupervised anomaly 

detection. In this case, positional and distance 

functions are defined for the quiplets and clustering 

techniques (k-centers and k-means) map every user to 

its representative cluster, which is the cluster with the 

highest number of training records for that user after 

the clustering phase (training phase). For each new 

query to test, two approaches can be used: 1) given the 

determination of its representative cluster, use the NBC 

as in the Role-Based anomaly detection to perform a 

similar test; or 2) verify if the new query is a statistical 

outlier using the MAD (Median of Absolute 

Deviations) test [24], which if true considers the action 

as an intrusion and generates an alert. 

2.3 Sequence Alignment Analysis 
Sequence alignment mainly consists in determining 

common sequences of events (such as commands, data 

attributes, accessed values, etc). DIDS using this type 

of techniques typically learn and identify the repeatable 

series of events with significant length and eventually 

break them into smaller-sized subsets to label or 

classify those sequences and their subsets as normal 

user behavior. In the detection phase, each sequence of 

new events is matched against the learnt user sequences 

and their subsets for measuring how they differ in order 

to evaluate its probability of being an intrusion. 

The solution presented in [15] identifies sequences of 

accessed attributes, commands and tables for building 

user profiles. The proposed features are the command 

types (insert, select, update, etc.), attributes designated 

as sensitive, all attributes, operations on attributes, and 

mixes of all features. This work also defines criteria to 

choose among user-based, role-based or organization-

based profiles, given the working context of the 

database. In the learning phase, it builds sequence 

models given a threshold for determining the maximum 

number of differences. In the detection phase, it also 

uses a threshold for computing the highest number of 

differences allowed between the tested sequences and 

those retained in the learning phase, to consider the 

sequences as normal or abnormal. 

2.4 Integrating Dependency with 

Sequence Alignment Analysis  
An approach for finding dependency relationships 

among transaction-level attributes with high support 

and confidence rules is proposed in [10]. They assume 

that whenever an attribute is updated, this action is 
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linked to a sequence of other events logged in the 

database (e.g. due to an update of a given attribute, 

other attributes are also read or written). Thus, each 

update is defined by three sets: the read set, a set of 

attributes that have been read because of the update; 

the pre-write set, a set of attributes that have been 

written before the update and because of it; and the 

post-write set, a set of attributes that have been written 

after the update as a consequence of it. Transactions 

that do not follow any of the mined data dependency 

rules are marked as malicious. 

The work in [28, 29] improves that of [10] by 

considering attribute sensitivity, i.e., giving a measure 

of importance to each attribute. It proposes three levels 

of attribute sensitivity, given its support in the analyzed 

transactions: high, medium and low. A weighted data 

mining algorithm is used to mine the dependencies 

between database attributes and generate rules that 

reflect that dependency, given the measured sequences 

of operations (read, write) and the sensitivity of each 

attribute. Any transaction not following these rules is 

identified as malicious. The authors also propose an 

extension to the Entity-Relationship (E-R) model to 

syntactically capture the sensitivity of the attributes. 

A learning algorithm for representing transactions by 

directed graphs describing execution paths is proposed 

in [9]. New transaction sets that deviate from the learnt 

execution paths are seen as unauthorized sequences of 

SQL commands. The features used to build the 

execution paths are the command type (select, insert, 

delete, etc.), target objects (tables) and selected 

columns, and restriction attributes, all of which are 

obtained from typical DBMS audit entries [21] storing 

information on the UserID, SessionID, CommandID, 

TransactionID, user command, object owner, and a 

timestamp of its execution. 

2.5 Statistical Analysis 
Statistical analysis is used in several DIDS for 

computing user activity statistics. The approach in [27] 

makes use of statistical functions on reference values 

obtained from the data in relations (alias tables) and -

relations (changes of the values of the monitored 

objects/attributes for all reference values, per attribute, 

between two runs of the DIDS) for anomaly detection. 

An extension is defined as the set of all rows of an 

insertion/modification of data and a relation refers to a 

table or view. The reference values include count, 

minimum, maximum, average, standard deviation, 

ranges, computed ratios, zero length checking, and bit 

counting. A misuse detection method is also included, 

which works by examining database objects (Database, 

Function, Index, Privilege, Procedure, Rule, Schema, 

Statistics, Table, Trigger, and View) and all operations 

on them. This is done by previously defining if each 

pair <Database object, operation> is dangerous or not. 

The work proposed in [19] is based on computing 

summarized statistics such as counting, maximum, 

minimum, mean, median, standard deviation and 

cardinality values of each attribute from the dataset 

resulting or affected by each user command. These 

statistics are stored in a vector with fixed dimension 

named as S-Vector, regardless of how large the 

command’s result dataset may be. When the dataset for 

obtaining the S-Vector is large, the authors propose 

sampling the dataset by fetching the first initial k tuples 

or a subset of randomly picked k tuples to maintain 

performance and scalability. The set of each user’s S-

Vectors is then used for applying techniques such as 

clustering, naïve Bayes, support vector machines or 

decision trees in order to obtain models that represent 

the user’s normal behavior given those S-Vectors. In 

the intrusion detection phase, statistical deviation and 

outlier verification is applied to inspect each user 

command and classify it as normal or abnormal. 

2.6 Information-Theoretic Analysis  
Approaches using information-theoretic analysis 

compute measures such as entropy and information 

gain for characterizing user profiles and compare them 

with those of subsequent actions to see how they differ 

from the original ones.  

The work in [17] describes such an information-

theoretic solution. Features are composed by a tuple of 

audit data with n variables for each data object (e.g. IP 

address, message size, etc). Entropy is used as a 

measure of regularity of audit data (e.g. event types 

such as a list of commands), where each record 

represents a class; the smaller the entropy, the fewer 

the number of distinct records (i.e., there is a higher 

number of redundancies), indicating more regular audit 

datasets. The fact that many events are repeated (or 

redundant) in a dataset suggests that they are likely to 

appear in the future. Anomaly detection models built 

from datasets with small entropy will likely be simpler 

and have better detection performance. 

Conditional entropy is used to define temporal 

sequences of audit data. H(X|Y) shows how much 

uncertainty remains for the remaining audit events in a 

sequence X after seeing Y. For anomaly detection, it is 

used as a measure of regularity of sequential 

dependencies. If the audit trail is a sequence of events 

of the same type, then the conditional entropy is 0 and 

the event sequences are deterministic. Conversely, 

large conditional entropy indicates that the sequences 

are not as deterministic and hence much harder to 

model.  
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Relative conditional entropy between distributions is 

used to measure regularities (distance) between two 

audit datasets, where the training dataset is a validated 

audit dataset and the tested dataset is the one to be 

inspected. Once again, the best solution is the one with 

smaller relative conditional entropy. Information gain 

is introduced to aid the feature selection and 

construction process to improve the detection 

performance because of its direct connection with 

conditional entropy. The higher information gain 

owned by the feature, the smaller conditional entropy, 

and hence the better detection performance. 

2.7 Command Template Analysis 
Command modeling DIDS use a command log to 

analyze all regular user commands and build 

summarized templates that generically represent the 

typical user workloads.  

In [16], an algorithm summarizes a set of supposed 

“legitimate” queries into SQL templates that represent 

the models of all the queries. Each conditional filtering 

variables in the WHERE clause of similar commands 

are considered as parameters. To see if an unbounded 

variable or a finite list of values should be used for 

each parameter, a Kolmogorov-Smirnov test is done at 

a 90% confidence level. The algorithm also tabulates 

the frequency of each learnt fingerprint, i.e., how often 

it occurs in the set of SQL statements.  

Taking a new fingerprint F and a previously defined 

fingerprint F’, F is considered legitimate if F differs 

from F’ only by: 1) any extra conditions in the 

WHERE clause of F that are missing from F’ are 

joined with the AND operator; and 2) F selects an 

equal or fewer number of columns than F’. This work 

also proposes a method to deduce missing fingerprints 

(i.e., ranges of queries similar to the database log 

queries used in the learning phase), based on mixing 

the possible combination of conditions in the WHERE 

clause from the previously acquired fingerprints. In the 

testing phase, each command significantly differing 

from the computed fingerprints is considered abnormal. 

In [2] the authors propose applying a grammar-based 

analysis using tree-kernel based machine-learning 

techniques instead of commonly used vector-based 

data. This approach uses the parse-tree structure of 

SQL for correlating commands with applications and to 

differentiate between benign and malicious ones by 

inspecting changes in command syntax trees. They 

derive a distance measure induced by a tree-kernel 

function to measure the similarity of SQL commands 

using their parse-trees. Support vector machines are 

used in the learning phase and clustering is applied for 

distinguishing benign from malicious commands by 

outlier detection. This method promotes a context 

sensitive similarity that enables locating the nearest 

non-intrusive command for a malicious statement, 

which helps in root cause analysis. 

3. INTRUSION RESPONSE AND 

PREVENTION 
In what concerns intrusion response and prevention, 

which is the capability of stopping the intrusion action 

when it occurs or even before it occurs, it can be seen 

that several solutions enable full intrusion prevention, 

while others can only partially accomplish this. 

In [18], the temporal analysis technique detects any 

queries that request execution outside a predefined 

time schedule and may therefore deny their execution 

and prevent the intrusion action. The sequence analysis 

technique used in [15] may enable intrusion prevention 

by avoiding subsequent user actions when it detects a 

suspicious sequence of actions. However, it needs to 

wait for a significant amount of actions that make up 

that sequence, meaning that it will probably only detect 

the intrusion after some of those actions have finished 

their execution, which makes it only capable of partial 

intrusion prevention. 

All the solutions based on dependency and relational 

analysis that were described [1, 4, 11, 33] are fully 

capable of enabling intrusion prevention, since they 

may check each individual user command syntax and if 

they find those commands suspicious their execution 

can be stopped before their execution occurs. The 

solutions integrating a mix of dependency and 

sequence analysis such as [9, 10, 28, 29] are capable of 

performing only partial intrusion prevention, for the 

same reasons pointed out in the previous paragraph 

concerning the solution proposed in [15]. 

The work in [12] proposes a DIDS with intrusion 

detection and response mechanisms, improving a 

previous proposal in [11]. They propose defining 

database response policies and deal with potential 

intrusions using policy matching. The authors propose 

set of SQL-like rules in a syntax as ON {Event} IF 

{Condition} THEN {Action} CONFIRM {Confirmation 

Action} ON SUCCESS {Resolution Action} ON 

FAILURE {Failure Action} that will enable security 

staff to define those policies and determine what sort of 

actions the DIDS should take against intrusions.  

The anomaly attributes used as intrusion detection 

features are the UserId, his/her role, client application, 

source IP address, and date/time of each user action, 

and the database, schema, object type (table, view, etc), 

the SQL command and its attributes. An administration 

model is included to manage the response policies and 

present algorithms for efficiently searching the policies 
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matching an anomalous user request in the policy 

database. The possible responses to intrusion actions 

can be {Do nothing, Log anomaly details, Send 

notification, Taint or Suspend user action, Abort or 

Disconnect user, Revoke or Deny user privileges}. 

The solutions presented in [19, 27], based on statistical 

analysis, are mostly incapable of intrusion prevention, 

as they mostly rely on analyzing the changes in data or 

execution results after they have been processed. This 

means they can only detect the intrusion a posteriori to 

the attack. However, the approach in [27] can be 

adapted to check a priori statistical data concerning the 

rows requested to be processed, enabling partial 

intrusion prevention capabilities. For this same reason, 

the information-theory analysis approach presented in 

[17] may also accomplish partial intrusion prevention. 

The solutions based on command and template analysis 

in [2, 16] can fully enable intrusion prevention due to 

same reason as those previously mentioned for 

dependency and relational analysis [1, 4, 11, 33]. 

Besides the previously described specific intrusion 

detection techniques and approaches that can be used 

in databases, other research works have been published 

that can also contribute to this intrusion detection field. 

For example, although it does not present itself as a 

DIDS, the work in [20] describes a method for auditing 

SQL queries to measure their suspiciousness from a 

privacy and confidentiality perspective that may be 

useful for intrusion detection purposes. A generic 

survey on how data mining techniques can be applied 

to intrusion detection is shown in [23], and an 

extensive survey on SQL injection is given in [14]. 

Table 1 summarizes the techniques described in this 

section, referring each type of technique along with the 

actions and user action elements that can be analyzed. 

It also shows if each approach allows implementing 

intrusion prevention, i.e., if it enables stopping the 

intrusion action a priori to its execution. 

4. APPLICATION OF INTRUSION 

DETECTION IN DATABASES 
The applicability of DIDS in database systems depends 

on the type of environment in which they are supposed 

to operate. Understanding the characteristics inherent 

to the typical workloads of each type of environment is 

critical to determine which type or class of Intrusion 

Detection (ID) techniques can be more efficient given 

the nature of those workloads and thus, be considered 

as more adequate for the specific database system. 

4.1 Transactional versus Analytical 

Database Systems 
In an enterprise, the transactional (alias operational) 

systems typically consist of a set of applications and 

data sources that enable accomplishing and storing 

business transactions, and guarantee their operability 

[13]. Transactional databases are designed to manage 

the data required in supporting individual business 

transaction instead of cross-enterprise business 

analysis. Transactional systems typically consist of 

many users reading and writing small amounts of data. 

For example, an ATM bank system can have hundreds 

or thousands of users accessing their account balances 

at the same time or withdrawing/transferring a given 

amount of money. Another characteristic of the system 

is that it does not require keeping long periods of 

historical data; it only needs the current balance and 

latest movement records to be able to adequately 

support user requests and business transactions.  

Table 1. Database intrusion detection techniques and their coverage 

  Elements that can be analyzed Intrusion 
Prevention 
Capability 

Technique Reference 
Command 

Syntax 
Accessed 
Columns 

Processed 
Rows 

Result 
Dataset 

Temporal Analysis Lee, 2000 [18] X    Yes 

Dependency and Relation 
Analysis 

Chung, 1999 [4] X X   Yes 

Zhong, 2004 [33] X X X  Yes 

Bertino, 2005 [1] X X   Yes 

Kamra, 2008 and 2010 [11, 12] X X   Yes 

Sequence Alignment Analysis Kundu, 2010 [15] X    Partial 

Integrated Dependency with  
Sequence Alignment Analysis 

Hu, 2004 [10] X X   Partial 

Srivastava, 2006 [28, 29] X X   Partial 

Fonseca, 2008 [9] X X   Partial 

Statistical Analysis 
Spalka, 2005 [27] X X X  Partial 

Mathew, 2010 [19] X X  X No 

Information-Theoretic Analysis Lee, 2001 [17] X    Partial 

Command Template Analysis 
Lee, 2002 [16] X X   Yes 

Bockermann, 2009 [2] X X   Yes 
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In contrast, analytical systems are usually accessed by 

fewer users that query large amounts of data to obtain 

business analysis information to aid decision making. 

Using the same bank ATM system as an example, the 

difference is that the people from the bank that need to 

make decisions regarding the business (i.e., managers, 

administrators, etc.) want to know the average balance 

for the last six months or a year for the accounts within 

a certain geographical region, for instance, in order to 

aid strategic decisions like opening a new branch office 

or encourage people to increase their investments by 

offering better interest rates. To execute this kind of 

query, the system needs to keep historical data of the 

balances plus it would read millions of records of all 

clients within a certain region to compute that average. 

This type of analytical actions result in very demanding 

data access patterns, that if running on top of a 

transactional database can lock large amounts of data 

and consume computational resources in a way that 

could compromise the transactional system’s 

availability. Ultimately, this could make it incapable of 

supporting the business transactions. 

To relieve resource consumption, reduce operational 

risk in the transactional applications that support 

business and provide an optimized data structure for 

analytical cross-enterprise decision support purposes, 

Data Warehouses (DWs) are used. DWs clearly 

separate the analytical business processes from the 

transactional business processes. According to [13], we 

can assume the following distinct characteristics 

between transactional and analytical systems: 

 From a perspective attending to its purpose, a DW 

is mainly a database system specifically designed 

for providing decision support information and 

business knowledge, while an operational system is 

specifically designed to support individual business 

transactions. Given that the business often requires 

the operational system to be online in order to 

accomplish a transaction, operational system 

requirements focus on enabling high availability to 

avoid risk in the accomplishment of the transactions 

themselves. On the other hand, since most decision 

support queries often require processing a large 

amount of data, DWs focus on fast query 

performance with high data throughput [13].  

 From a perspective attending to the size and shape 

of its contents, a DW is composed of consolidated 

historical business data, mostly conformed within 

data schemas that optimize the execution of 

analytical queries. Generally, storing the business 

history implies taking up a very large amount of 

storage space, which often ranges from gigabytes to 

terabytes. In contrast, operational systems aim to 

keep their data sources “light”, i.e., small in size to 

minimize processing efforts and consequently keep 

their availability as high as possible. Transactional 

systems therefore keep only the exact amount of 

data which is required to support current and near-

future business transactions. 

 In what concerns their data schemas, transactional 

databases mostly have highly normalized schemas 

with a large number of tables and relationships 

amongst them, mainly to avoid data redundancy and 

keep each table small-sized, while DWs have 

denormalized schemas. Most DW database schemas 

are based on star schemas, where business facts are 

stored in a central table called fact table (e.g. sales 

table) and tables containing the business descriptors 

are called dimension tables (e.g. customer and 

product tables) [13]. Dimension tables link to the 

fact table by their primary keys (e.g. CustomerID, 

ProductID), are usually small in size (typically less 

than 10% of total storage space) and have a small 

amount of rows (up to tens of thousands), when 

compared with fact tables, which are typically very 

large in size and a huge amount of rows (millions or 

billions). Business facts are mainly stored in 

numerical-typed attributes within fact tables; since 

fact tables typically take up at least 90% of the DW 

total storage size [13]. 

 Considering his/her responsibility in the business, 

the DW user is typically a business manager or 

someone having a role of responsibility in the 

enterprise, while the typical user of operational 

systems are mainly transactional operators with low 

responsibility and few or none decision making 

privileges. Since they mainly consist of business 

managers and decision makers, the number of DW 

users it typically low (a few tens), while in many 

transactional systems the number of users is 

relatively high (tens to thousands).  

 While end users of operational systems typically 

execute intensive read and write instructions, DW 

end users only execute read-only instructions, while 

DBAs and ETL (Extract-Transform-Load) users 

may insert or modify data. More than 90% of 

actions in DWs are typically analytical queries (i.e. 

SELECT statements), mainly executed against fact 

tables [13]. Reporting (i.e. periodically running 

reports for answering predefined decision support 

queries) is typical in DWs. Besides reporting, in 

many cases a very significant amount of decision 

support queries are ad hoc, which makes them 

mostly unpredictable in their syntax and frequency. 

In operational systems the queries are mainly 

simple, predefined and repetitive. 
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 Although analytical queries may typically access 

huge amounts of data, their response usually results 

in small datasets with a few hundred bytes and a 

relatively low number of columns (no more than a 

few tens). Most queries in DWs are CPU intensive 

and can take up to hours, while operational system 

queries are intended to be computationally fast and 

deliver very small response time. 

Table 2 summarizes the main differences between 

operational systems and DWs, based on [13]. We shall 

now discuss how each type of ID technique is able to 

handle the characteristics inherent to each distinct type 

of database system. 

4.2 Applying Intrusion Detection to 

Database Systems  
As shown in Table 1, most DIDS focus on analyzing 

user command syntax (i.e., parsing the SQL-expression 

syntax of queries to construct user profiles). As pointed 

out in [19], the most common problems with this type 

of approach are: 

 Regular user queries may differ widely in syntax yet 

produce “normal” (i.e., good non-intrusive) output, 

which generates false positives (i.e., false alarms); 

 Queries may be crafted by the attacker to differ 

slightly in syntax from the “normal” user behavior 

profiles yet produce “abnormal” (i.e., malicious and 

intrusive) output, which generates false negatives 

(i.e., attacks that pass undetected). 

Given the expressiveness of the SQL language and the 

need to determine query equivalence or similarity, 

syntax analysis is complex and very difficult to perform 

correctly. In fact, query containment and equivalence is 

NP-complete for conjunctive queries and uncertain for 

queries involving negation [19]. 

In databases where typical user workloads have a well-

defined number of distinct commands that are issued 

repetitively, relying on command syntax analysis may 

be feasible to achieve high ID efficiency. This is 

typically what occurs in transactional systems. 

However, in analytical systems such as DW’s many 

actions are ad hoc and have variable execution times 

with variable data access patterns and dimension-size 

frequencies and thus, are mostly unpredictable and 

broad-scoped. This makes distinguishing between 

normal and abnormal commands in DWs an extremely 

difficult task. In such analytical databases, limiting ID 

to command syntax analysis by simply modeling SQL 

command templates or static frequent data access 

patterns (e.g. which tables or columns are accessed) is 

unreliable or, at least, minimalist. 

Regarding the characteristics of DW user workloads, 

the ID solutions relying on temporal analysis such as 

presented in [18] are inadequate and mostly produce 

very poor ID results due to the unpredictable rate and 

execution time of those workloads. Due to the ad hoc 

nature of most of those workloads, ID solutions such as 

[2, 16] that are based on command template analysis 

lack the necessary dynamics to efficiently perform the 

ID processes and therefore also produce poor ID 

results. In transactional systems, temporal analysis is 

very efficient when the user actions occur within well-

defined time periods and have predictable processing 

times. Otherwise, it suffers from the same issues with 

temporal analysis as those in DWs. 

Table 2. Differences between Operational Systems and Data Warehouses 

 Operational Systems Data Warehouses 

Workload nature/purpose Transactional Analytical 

Temporal nature of the data Current Historical and current 

Typical database storage size As small as possible Very large to huge 

Typical number of tables Medium to high Small 

Typical data schema type Highly normalized Denormalized 

Typical number of users Medium to large Small 

Typical user’s business responsibility Low High 

Typical type of command Read/Write of small amounts of data Read-only on large amounts of data 

Typical command complexity Simple Medium to High 

Typical operation dynamics Static, predefined, predictable, repetitive Reporting + Dynamic, ad hoc, iterative 

Typical command response time Small Large 

Typical command action Read/write of a single row or few rows Reporting and aggregation on many rows  

Amount of data typically processed 
by each command 

Small Large or Very Large 

Typical data update frequency Often in a given period of time Once periodically 

Dataset size typically resulting from 
a command execution 

Small Variable (often Small) 
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Although the approach proposed in [19] adds a data-

centric analysis of each user command execution’s 

resulting dataset, the analysis is a posteriori to that 

execution. Given the time span between the start of the 

intrusion and its detection, together with resource 

consumption and sensitivity of the targeted data, many 

enterprises can suffer huge losses in case the intrusions 

compromise the system’s availability or leak out 

business secrets, if their DIDS either takes too long to 

alert a malicious intrusion or is unable to prevent or 

stop its execution. In this sense, approaches a 

posteriori are not efficient solutions for ID in both 

transactional databases as well as DWs. 

Conclusively, the unpredictable execution frequency 

and ad hoc nature of DW user workloads make time-

based and SQL modeling ID approaches such as [2, 16, 

18] mostly inadequate. Alternatively, DIDS performing 

ID at a coarse-grained basis such as database sessions 

or transaction command sets, instead of a fine-grained 

basis such as analyzing each SQL command, risk that a 

series of malicious commands may be executed before 

the intrusion can be dealt with. Therefore, data 

dependency and sequence alignment approaches such 

as [4, 33] that are able to inspect each user command a 

priori to its execution but only after a considerable 

amount of actions have been executed, should be 

carefully used according to each database context.  

Data-centric techniques such as [19, 27] are capable of 

adding value to a priori ID techniques by executing an 

a posteriori analysis of the data affected by the user 

action. Combining these techniques with data access 

pattern analysis techniques such as [1, 11, 12], that 

deem the processed data, seem the most feasible and 

efficient DIDS for both types of database systems. 

5. RESEARCH CHALLENGES 
Considering the discussed issues, this section points 

out research challenges and guidelines for evaluating, 

developing and improving DIDS. 

5.1 Intrusion Activity and Data Coverage 
Command syntax-centric approaches focus on attack 

syntax, while data-centric approaches focus on its 

semantics. Distinguishing attack queries that have 

resulting datasets whose columns and resulting rows 

significantly differ from those of normal queries is 

covered by both syntax-centric and data-centric 

approaches, while data-centric approaches mostly 

capture attack queries that have similar columns but 

process or display different row contents from those of 

normal queries. Attack queries that are similar in both 

columns and resulting datasets are more easily 

discovered by syntax-centric approaches than by data-

centric approaches.  

To determine user intent, DIDS should not only focus 

on how, but also what data is accessed and processed 

(i.e., which tables and columns, as well as which rows, 

are involved in the command’s execution), and also 

generated as a result (i.e., the resulting dataset’s rows 

and columns). Besides the user command, the accessed 

and processed data and resulting datasets should be 

object of analysis. As far as we know, there is no DIDS 

approach mixing these items and covering this type of 

integrated broad-scope analysis. 

5.2 Alert Management 
Regardless of the ID technique, thresholds are typically 

used to define the probability of a certain action being 

an intrusion or compute if a particular alert should be 

considered significant or not. The main issue in these 

procedures is that high thresholds may allow many 

intrusions to pass undetected, while low thresholds may 

generate huge amounts of alerts, most of which 

probably refer to false alarms (alias false positives).  

Given the sensitivity of data in many database systems, 

it is preferable to have low thresholds because the 

potential cost of non-detection is often too high or 

unacceptable. However, even slight changes to the 

parameters used in data mining and statistical DIDS 

may result in a huge, even exponential, increase of 

generated alerts. In this case, the number of false 

alarms is often so large that it leads to wasting 

immense time and resources, or the amount of alerts is 

so high that they are not possible to check in practice 

[25, 26, 28, 29]. This lowers the DIDS’ efficiency and 

jeopardizes its feasibility, usefulness, and credibility. 

Alert correlation techniques such as [6, 22, 25, 26, 31] 

have been proposed to deal with large amounts of 

generated alerts and decrease false positive rates, by 

grouping sets of alerts in order to apply some sort of 

classification that allows them to conclude which alerts 

are most probable of referring a true alert. Although 

they effectively reduce the number of alerts to check as 

well as the number of false alarms, we argue that they 

are not the best choice for alert management.  

Since these techniques rely on filtering alerts, they may 

allow critical true intrusions – capable of producing a 

high amount of damage - to pass undetected, although 

they were initially flagged. We argue that no alert 

should be discarded and all alerts should be considered 

using alert ranking techniques instead, assessing the 

impact to the enterprise that might be caused by the 

intrusion to which the alert refers. Ranking the alerts 

improves damage or leakage containment by pointing 

out the intrusions that might cause more damage to the 

enterprise, so they can be rapidly dealt with. 
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5.3 Intrusion Impact Evaluation 
To the best of our knowledge, there is no DIDS that 

evaluates the potential impact (i.e., damage) that each 

potential intrusion is capable of doing to the database 

and/or enterprise. Given the business value of many 

database systems (e.g. data warehouses), this is a 

decisive issue to enable quickly dealing with threats 

representing high risk to the enterprise. Although 

approaches such as [28, 29] consider a measure of 

sensitivity for each attribute, no DIDS enables the 

assessment of the data itself that can be damaged or 

affected by the intrusion.  

Besides detecting intrusions, DIDS should be able to 

measure or estimate a measure of the impact that could 

be produced by the intrusion. The main challenge is to 

determine how sensitive is the data targeted by the 

attack. Having the capability of measuring the impact 

of a given intrusion would allow classifying each 

intrusion action as tolerable or critical to the enterprise. 

As we previously mentioned, this could play a very 

important role in alert management in environments 

where large amounts of alerts are generated. Given that 

most alerts in these environments refer to false alarms, 

focusing on those that are in fact the most important 

ones would potentiate an efficient administration of 

intrusion response actions and resources. 

5.4 Real-time Intrusion Detection, 

Response and Prevention Capabilities 
Many DIDS execute the ID process a posteriori, i.e., 

after the intrusion action has finished its execution, or 

are able to detect the intrusion while it occurs but are 

not able to stop it. Once again, given the value of data 

in many database systems and the potential costs of 

damage or information leakage, we consider the 

capability of a DIDS to detect and respond to 

intrusions in real-time as a critical requirement, i.e., it 

must be capable of responding to an intrusion while it 

occurs and preferably before it produces any damage. 

5.5 Evolution of ID Efficiency 
DIDS should be able to automatically tune their ID 

algorithms in order to improve their efficiency by 

learning from their false positive and false negative 

results. They should enable calibrating their features, 

statistical functions and tests, classifiers and any other 

element belonging to the DIDS, and propose a method 

as how to achieve this. Such an approach for network 

ID has been proposed in [32], but as far as we know no 

similar solution has been proposed for automatically 

tuning DIDS. Machine learning techniques or other 

techniques that enable incrementally adjusting their ID 

parameters for improving their efficiency are advisable.  

Another approach to improve DIDS is focusing on the 

typical characteristics of the database system in which 

they operate, i.e., separating DIDS meant for 

operational systems from those meant for analytical 

systems. Given the distinct workloads between 

transactional and analytical databases, specifically 

tailored ID techniques for highly transactional 

environments as opposed to ID techniques for DWs 

should be able to achieve higher efficiency than those 

referred to as “all-in-one” general solutions. 

5.6 Database Intrusion Detection 

Benchmarking  
We acknowledge the fact that an experimental 

evaluation of a database intrusion workload setup using 

the ID techniques described in this paper would bring 

added value to this work, as well as support its 

discussion and conclusions. However, the datasets and 

attack loads used in database ID research are mostly 

synthetic and several came from proprietary real-world 

datasets, which makes them unusable for third parties. 

In fact, the only benchmark commonly used by several 

solutions was the KDD99 [5]; all the remaining used 

synthetically generated workloads and datasets or 

specific datasets from real-world scenarios.  

This is the main reason why we do not discuss ID 

efficiency results from these publications. Furthermore, 

although the use of advanced techniques such as 

Support Vector Machines and artificial neural networks 

might suggest obtaining better results than simpler ones 

such as statistical measures, this is not clear or 

demonstrable at this point for the same reasons. 

Therefore, benchmarks are an essential instrument in 

the development and implementation of many systems. 

They are widely used for two main reasons:  

 Benchmarks provide a mean to test those systems 

and supply solution providers and clients with 

measures that enables a meaningful comparison 

between different alternatives;  

 They also provide relevant feedback to developers 

which enables them to improve those solutions. 

Since the KDD99 benchmark focuses on intrusions at 

the network and operating system (OS) level, in what 

concerns databases a need arises for dealing with 

intruders that are able to bypass ID mechanisms 

working at the network and OS level. In spite of the 

criticality of protecting data against intrusions and the 

importance of having available benchmarks for testing 

and improving DIDS, there is no benchmark focusing 

on workloads at the database command level. 
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6. CONCLUSIONS 
We have presented a survey on the available ID 

techniques and approaches used in DIDS and pointed 

out the issues that concern their usage. We argue that 

distinct database systems have unique user and data 

processing requirements that differ from each other and 

require distinctively tailored ID approaches. The 

difficulty in accurately profiling user behavior, the 

overstated number of alerts and false alarms generated 

by most ID techniques, the potentially low reliability 

on correlation techniques and the hypothesis that many 

intrusions may only be detected and dealt with a 

posteriori to the attacks and without any knowledge on 

the type of damage that the intrusions might produce, 

jeopardize the credibility and feasibility of DIDS in 

many specific high sensitive data contexts such as data 

warehousing environments [2, 25, 26].  

Considering the typical very specific user workloads of 

distinct types of database systems and the importance 

of databases for enterprises, we conclude that specific 

DIDS should be developed, pursuing the following 

requirements and guidelines: 

 Although role or session profiling can be used, a 

DIDS should be more accurate and efficient if it is 

able to manage individual user profiles; 

 All user actions must be traceable, i.e., the DIDS 

must be able to trace the user and IP address it 

comes from and the session to which it belongs; 

 Perform real-time intrusion action analysis and 

have near real-time intrusion prevention and 

response mechanisms, as in [7, 12], preferably 

before each user command is executed; 

 User action analysis for building profiles and 

executing ID must focus on fourfold items: user 

commands, accessed data, processed data, and 

execution results; 

 Impact evaluation, i.e., measuring the damage to the 

enterprise that might occur as a result of the 

intrusion action should be used for alert 

management for optimizing intrusion response; 

 The ID techniques should be able to evolve through 

time, i.e., they should be able to learn from each 

confirmed intrusion alert or false alarm and tune 

algorithms or models to increase detection rates and 

decrease false alarm rates; 

 The availability and correct operation of the DIDS 

and the database must be mutually verifiable; 

 When the DIDS is unable to prevent the execution 

of intrusive actions, it should consider the execution 

of a recovery-from-attack type solution, such as [3]; 

 Given the database performance issues in very large 

database systems such as DWs, the DIDS security 

aptitudes must seamlessly operate in settings with 

strict performance and scalability requirements. 

To the best of our knowledge, no DIDS has been 

proposed that has been proved capable of efficiently 

complying with all the referred requirements and 

guidelines proposed in this paper.  

Additionally, a DIDS benchmark for each type of 

database system should be developed and proposed by 

both the research community and industry. We 

acknowledge that defining benchmarks is not a trivial 

task and that there are always discussable issues 

concerning the objectivity and effectiveness of each 

proposal. A DIDS benchmark should provide a wide 

coverage of possible intrusion activity according to the 

several distinct user workloads, while simulating their 

execution in a realistic-like environment. Given the 

importance of ID in specific contexts such as DWs and 

the lack of standard benchmarks for testing DIDS at the 

SQL level, we believe that the issues presented in this 

paper are worthy of notice and hope that our work may 

motivate the discussion around the subject in both 

database and intrusion detection research communities, 

possibly driving the development of a standard 

benchmark for this purpose. 
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ABSTRACT
Wikipedia’s InfoBoxes play a crucial role in advanced
applications and provide the main knowledge source for
DBpedia and the powerful structured queries it supports.
However, InfoBoxes, which were created by crowdsourc-
ing for human rather than computer consumption, suf-
fer from incompleteness, inconsistencies, and inaccura-
cies. To overcome these problems, we have developed
(i) the IBminer system that extracts InfoBox information
by text-mining Wikipedia pages, (ii) the IKBStore sys-
tem that integrates the information derived by IBminer
with that of DBpedia, YAGO2, WikiData, WordNet, and
other sources, and (iii) SWiPE and InfoBox Editor (IBE)
that provide a user-friendly interfaces for querying and
revising the knowledge base. Thus, IBminer uses a deep
NLP-based approach to extract from text a semantic rep-
resentation structure called TextGraph from which the
system detects patterns and derives subject-attribute-value
relations, as well as domain-specific synonyms for the
knowledge base. IKBStore and IBE complement the
powerful, user-friendly, by-example structured queries
of SWiPE by supporting the validation and provenance
history for the information contained in the knowledge
base, along with the ability of upgrading its knowledge
when this is found incomplete, incorrect, or outdated.

1. INTRODUCTION
Knowledge bases (KBs) are playing a crucial role in

many systems, such as text summarization and classi-
fication, opinion mining, semantic search, and question
answering systems. In recent years, several projects have
been devoted to create such KBs [2, 4, 5, 10, 11, 12,
13, 23, 25]. Many of these KBs are based on the struc-
tured summaries in Wikipedia, called InfoBoxes; each
InfoBox summarizes important properties and their val-
ues for the entity (subject) described in the Wikipedia’s
page containing the InfoBox.

In addition to being very valuable for human readers,
InfoBoxes and KBs have shown a significant potential
of bringing us closer to the realization of the Semantic
Web vision. For instance, Figure 1 shows the InfoBox

UCLA School of Law

Motto Fiat lux (Latin)

Parent school University of California

Established 1949

School type Public

Parent

endowment

$1.88 billion (June 30,

2009) [1]

Dean Rachel Moran

Location Los Angeles, California,

U.S.

Enrollment 1,011[2]

Faculty 116–138[2]

USNWR ranking 17[3]

Bar pass rate 85%[2]

Website www.law.ucla.edu

ABA profile ABA Law School Data

Figure 1: InfoBox for the UCLA Law School

for the UCLA Law School. The information harvested
from Wikipedia InfoBoxes like this has been stored into
RDF-based KBs (e.g., DBpedia), which support power-
ful SPARQL queries. Thus, queries that seek law schools
satisfying simple (e.g., ’Bar pass rate’ > 90%) can
now be expressed in SPARQL, along with more com-
plex queries requiring join operations (e.g., law school
and business school at the same university), or decision-
support aggregates (e.g., law schools with the best fac-
ulty/students ratio). This new capability paves the way
to powerful Semantic Web applications, but is confronted
by the two main obstacles which are discussed next.
Ease of Access represents the first major problem, since
the knowledge base is now usable only by people who
can write SPARQL queries—thus casual users are ex-
cluded. Even expert programmers will need to spend a
fair amount of time to learn DBpedia and thousands of
names of entities and properties there used (e.g., names
such as: foaf:givenName and dbpprop:populationTotal).
Much progress has been made on the ease-of-access front
with the introduction of SWiPE [8] that uses a Query-
By-Example (QBE) approach on InfoBoxes treated as
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input query forms. For instance, to find law schools with
certain properties in Wikipedia, a user will start from the
InfoBox of a familiar school (such as that in Figure 1)
and replace the existing values of the desired proper-
ties with conditions that specify the query. In Section 3,
we provide an overview of the enhanced SWiPE which
combines more powerful structured-query capabilities
(e.g., joins and aggregates) with the free-text keyword-
based retrieval capabilities of Web search engines.
Incompleteness and inconsistency represent major is-
sues for current KBs. These problems are largely due
to ad-hoc crowdsourcing being used to generate sum-
maries, inasmuch as standard ontologies were either un-
available or ignored during this process. Currently, more
than 40% of Wikipedia pages are missing their InfoBoxes
entirely, and the others contain InfoBoxes that are often
incomplete. A related problem is that when the infor-
mation is present, it might be represented using synony-
mous attributes, such as ‘birth date’, ‘date of birth’, and
‘born’, as it is in fact the case for DBpedia and many
manually created KBs.

To address these challenges, we employ text-mining
techniques to extract more knowledge from unstructured
data and integrate knowledge from different knowledge
sources. Thus, we have developed the following inte-
grated systems:

IBminer [19] and OntoMiner [20, 21] (Section 4), which
respectively build structured summaries and ontologies
from document corpora using text-mining,

IKBStore andCS3 [17] (Section 5) that integrate knowl-
edge from different sources and realign subject and at-
tribute names to construct a general KB having the qual-
ity and coverage needed for semantic applications, and

IBE [18] (Section 6) that supports the knowledge editing
and query functions needed for managing and upgrading
the KB, while maintaining provenance information on
each piece of knowledge entered into the system.

We will now provide a high-level overview of these sys-
tems that provide an integrated set of user-friendly tools
whereby the KB can be generated, unified, searched,
and also upgraded while minimizing the expertise on
KB terminology and system internals required from users.

2. SYSTEM ARCHITECTURE
Figure 2 shows the three-level architecture that sup-

ports the three functions of (i) Querying the KB, (ii)
Knowledge Mining and (iii) Knowledge Integration and
Management.
Querying the KB. We extended the original SWiPE [8]
and its user-friendly QBE-like interface to support com-
plex queries that combine joins, aggregates, and keyword-
based searches. Thus, queries entered on the InfoBox

Figure 2: System Architecture

template are translated into SPARQL queries and exe-
cuted on Virtuoso databases. On the other hand, IBE
provides a simple interface for upgrading and manag-
ing the integrated KB, and also supports temporal and
provenance queries on derived information.
Mining Knowledge. To improve coverage of our in-
tegrated KB, we developed the IBminer and the On-
toMiner systems, which generate InfoBoxes and ontolo-
gies from free text. IBminer employs an NLP-based text
mining engine called SemScape [22] to identify the mor-
phological information in text and generate graph-based
structures called TextGraphs. Then, IBminer extracts
semantic links from TextGraphs using predefined pat-
terns and converts semantic links to final InfoBoxes. In
a fashion akin to IBminer, OntoMiner uses graph pattern
rules to mine iteratively ontological information from
text.
Integrating Knowledge. To integrate the knowledge
from different sources into IKBStore, we use the existing
interlink information from DBpedia. However, many
subjects of interest are not covered by existing links, and
links between corresponding attribute names (i.e., syn-
onyms) are limited to the internal ones provided by DB-
pedia. Thus, the Context-Aware Synonym Suggestion
System (CS3) [17] was developed to discover context-
aware synonyms for attributes and subjects. Further-
more, we built the IBE system which supports direct
auditing and editing of the integrated KB by its cura-
tors. Thus, IBE was first used to address inconsistencies
and other issues that surfaced during the integration of
knowledge from different sources previously described,
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SWiPE fetched results in 598ms page 1 (previous | next)
Bar pass rate

New York University School of Law  [D]

The New York University School of Law (NYU Law) is the law

school of New York University in Manhattan. Established in

1835, it is the oldest law school in New York City.

97.18

Columbia Law School  [D]

Columbia Law School is a professional graduate school of

Columbia University, a member of the Ivy League, in

Manhattan, New York City, New York, United States. It offers

the J.D. , LL.M. , and J.S.D. degrees in law.

95.6

Cornell Law School  [D]

Cornell Law School, located in Ithaca, New York, is a

graduate school of Cornell University and one of the five Ivy

League law schools. The school confers three law degrees.

90.54

Figure 3: SWiPE result page

and it is currently used to manage our KB and upgrade it
with information generated by crowdsourcing. Ease of
access is achieved if the system can take users’ queries
expressed in natural language and translate them into
SPARQL queries [14]. As discussed in [15], good re-
sults can be obtained for simple short queries; in fact,
voice input can also be used in very simple ambiguity-
free requests. These approaches however cannot handle
complex queries, and even for simple ones the risk of
misinterpretation is high.

3. BY-EXAMPLE STRUCTURED QUERY
We advocate the use of the ambiguity-free By-Example

Structured Query (BEStQ) approach of SWiPE [8], that
allows users to express with ease a large subset of the
queries expressible in SPARQL [9]. In SWiPE, InfoBoxes
are made active and users can enter conditions and con-
straints on each InfoBox item in a way similar to Query-
By-Example (QBE). For example, to find in Wikipedia
law schools with certain properties, a user starts from the
InfoBox of any law school (e.g., that in Figure 1) and re-
places the existing values of the desired properties with
query conditions. For instance, the user could specify
>90% for the ’Bar pass rate’ and ’New York’ in the
Location field indicating the State. Then SWiPE trans-
lates this two-line BEStQ specification into the equiv-
alent (22-line long) SPARQL query, and executes it on
DBpedia using Virtuoso; results returned by Virtuoso
are reformatted by SWiPE and presented to the user (Fig-
ure 3).

The original SWiPE prototype described in [8] was
recently extended with more powerful structured-query
capabilities based on joins, aggregates, and closure prop-
erties, and with the keyword-based retrieval capabilities
of free-text search engines. The integration of BEStQ
and keyword search is made possible by the fact that
SWiPE displays the original pages from Wikipedia which
contain a search box in the right top corner. Thus, in
addition to the two conditions previously entered in the

Figure 4: Part of the TextGraph for our example.

InfoBox, our SWiPE user could, e.g., enter the words
‘ivy league’ in the search box. Then, SWiPE will re-
turn all Wikipedia pages satisfying both the conditions
in the InfoBox and those in the search box. Therefore,
the first entry in Figure 3 will be omitted, since ‘New
York University’ is not in the ‘Ivy League’. This simple
example illustrates the dramatic improvements in preci-
sion and recall delivered by BEStQ searches and their
synergy with more traditional keyword-based searches.
This becomes obvious, if we try to express this query
using only keywords and still get reasonable recall and
precision1. While the integration of BEStQ and key-
word search reaches new levels of precision and recall,
our goal of producing high-quality answers cannot be
reached unless we also tackle the incompleteness and
inconsistency problem of the underlying KB. This is the
focus of the rest of the paper.

4. KNOWLEDGE FROM TEXT
IBminer [19] and OntoMiner [20, 21], described in

this section, use a deep NLP-based knowledge extrac-
tion approach to improve the completeness, consistency,
and accuracy of the KB. The generation of TextGraphs
and semantic links from text (Subsection 4.1), and the
techniques that (i) learn patterns from TextGraphs and
existing KBs and (ii) use them to generate InfoBox triples
are discussed in Subsections 4.2, and 4.3. Subsection
4.4 covers OntoMiner and text-mining for ontological
information.

4.1 TextGraphs and Semantic Links
The first step of knowledge extraction is to convert the

sentences of the document into weighted graphs, which
1The best keyword combination we found to emulate our pre-
vious query is: Ivy League Law Schools New York
bar pass rate; on this, Wikipedia returns a total of 46 an-
swers. While this represents a major improvement w.r.t. the
1,040,000 results found by Google search, most of those 46
answers are irrelevant or outright ridiculous, such as “List of
Batman: The Brave and the Bold Characters.”
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are called TextGraphs. This step is performed using
SemScape, which uses Co-reference Resolution and other
novel techniques to generate high-quality TextGraphs
[22]. TextGraphs generated in this way provide a se-
mantic representation of the grammatical connections
between words, terms, and phrases through labeled and
weighted links. For instance, Figure 4 shows the Text-
Graph for following sentence:
Example Sentence: “Johann Sebastian Bach (31 March 1685
– 28 July 1750) was a German composer, organist, harpsi-
chordist, violist, and violinist of the Baroque Period.”

Once TextGraphs are generated, we use a set of prede-
fined graph rules [6] to produce Semantic Links between
concepts and terms in TextGraphs. For instance, the fol-
lowing SPARQL-like rule is used to produce<Johann Se-
bastian Bach, was, composer> and similar semantic links:

SELECT ( ?1 ?3 ?2 )
WHERE { ?1 “subj of” ?3. ?2 “obj of” ?3.

NOT(”not” “prop of” ?3).
NOT(”no” “det of” ?1).
NOT(”no” “det of” ?2). }

4.2 Learning InfoBox Patterns
To map the semantic links generated in the previous

subsection to the standard InfoBox triples, we learn pat-
terns from the matching examples. For instance, con-
sider the two semantic links <bach, was, composer> and
<bach, was, German> generated from the TextGraph in
Figure 4. Obviously, the link name ‘was’ should be in-
terpreted differently in these two cases, since the for-
mer is connecting a ‘person’ to an ‘occupation’, while
the latter is between a ‘person’ and a ‘nationality’. Now,
consider the two InfoBox items <bach, occupation, com-
poser> and <bach, nationality, German> which respec-
tively match the mentioned triples from the text. These
items clearly indicate that the link name ‘was’ in our
two triples should be interpreted respectively as ‘occu-
pation’ and ‘nationality’. Thus, from these examples, we
learned the following two patterns (also called Potential
Matches or PMs):
• <cat:Person, was, cat:Occupation in Music>: occu-

pation
• <cat:Person, was, cat:German>: nationality

Here the PM < c1, l, c2>:α indicates that the link
named l, connecting a subject in category c1 to a subject
or value in category c2, can be interpreted as the attribute
name α. Observe that, instead of using the actual sub-
jects and values in PMs, we used their categorical infor-
mation to create more general and useful patterns. As a
result, for each triple with a matching InfoBox item, we
create several patterns since subjects and values usually
belong to more than one (direct or indirect) categories.
IBminer also counts the number of times each PM has
occurred.

4.3 Generating Structured Summaries
To extract new structured summaries using PMs, for

a given semantic link, say <s, l, v>, IBminer finds all
potential matches such as<cs, l, cv>: αi. The resulting
set of potential matches are then grouped by the InfoBox
attribute names, αi’s. For each group, IBminer com-
putes the aggregate frequency of the matches (called evi-
dence count). At this point, IBminer removes infrequent
potential matches using a threshold on normalized fre-
quency, and then applies a type-checking to eliminate
implausible matches [16]. Finally the matches remain-
ing in the list are ranked according to their evidence
count. The match with the largest evidence count, pm,
is selected as a new InfoBox tuple <tn.s, pm.ai, tn.v>
with confidence tn.c × pm.c and evidence tn.e. More
details are provided in [16, 19].

4.4 Generating Ontological Information
The OntoMiner system uses a successive refinement

approach to generate ontological information from text.
It performs successive passes, where each pass consists
of (i) a relation extraction phase which generates onto-
logical relations between the existing terms and (ii) the
concept extraction phase that detects new concepts and
aliases using the generated relations. At each pass On-
toMiner transforms each sentence into a TextGraph as-
suming the current ontology. New ontological relations
between nodes are extracted using predefined graph rules
(similar with the ones for generating semantic links).
Then, it combines the generated relations, creating a list
of ontological relations between terms with their weight
and frequency. In the concept extraction phase, On-
toMiner uses ontological relations between concepts and
non-concept terms to detect new concepts and aliases
that can be used to enhance the current ontologies. This
step can also be performed under the supervision of a
human who decides if another cycle of this process is
needed or we can stop with the new and improved on-
tologies.

5. KNOWLEDGE INTEGRATION
To construct a comprehensive KB, we take the knowl-

edge gathered from various public sources and that har-
vested by our knowledge extraction systems, and inte-
grate these inputs into a KB seeking to achieve superior
quality and coverage. A serious obstacle that limits the
quality of the result is that different systems do not use a
standard terminology, and often describe the same con-
cept or attribute by different names. In this section, we
introduce the Context-Aware Synonym Suggestion Sys-
tem (CS3) which generates synonyms for both subjects
and attributes whereby KBs are combined using these
synonyms along with other interlinks.
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5.1 Generating Synonyms
Different KBs use different terminologies for naming

their attributes, and non-unique attribute names might
also be used in the same KB. For instance in DBpedia,
the attribute names ‘birthdate’, ‘data of birth’, ‘born’
are all used to indicate the birthdate of a person, whereas
YAGO2 typically uses ‘wasBornOnDate’ to refer to birth-
date. Moreover, the attribute name ‘born’ is used for
both birthdate and birth-place in many systems. Indeed,
synonyms are the source of significant ambiguities and
inconsistencies.

To address this problem, our systems learn synonym
patterns from TextGraph triples [16, 17]. Formally, if
TextGraph triple<s, l, v>matches patterns<cs, l, cv>:α1

and<cs, l, cv>:α2 respectively with evidence frequency
f1 and f2 (f1 ≥ f2), we create the following Potential
Attribute Synonym (PAS) pattern: <cs, α1, cv>: α2.

This synonym pattern indicates that attribute name α1

from subject category cs to value category cv is also
known as α2. Again, less frequent PAS patterns and
those with low support are filtered out and the rest is
used to suggest attribute interlinks for existing or newly
generated InfoBoxes. Similar techniques are used for
learning subject synonyms [16, 17].

5.2 Combining Knowledge Bases
Our first step in building IKBstore consisted in inte-

grating the knowledge extracted from domain-specific
KBs, such as MusicBrainz [4] and Geonames [2], and
from several general-purpose ones, such as DBpedia [10]
and YAGO2 [13]. Every piece of information in our sys-
tem is represented by an RDF triple <subject, attribute,
value>.

The naively integrated KB so obtained contains many
synonymous terms and duplicate triples. Thus we utilize
the interlinks provided by existing KBs and synonyms
generated byCS3 to improve the consistency of this ini-
tial integrated KB, using the techniques described next.
Interlinking Subjects: Fortunately, DBpedia has linked
its subjects with other public KBs on the Web. We ex-
ploit existing interlinks in DBpedia to combine the in-
formation on the same subject from difference sources.
For the cases lacking such interlinking information (e.g.,
NELL [12]), in addition to exact matching, we use syn-
onym and context matching. Synonyms can be obtained
from redirect and sameAs links in DBpedia, WordNet
[24], CS3, and OntoMiner. As for the context, we view
identical attributes and values for different subjects as
indication of possible matchings.
Interlinking Categories: In addition to exact match-
ing, we compute the similarity of the categories in dif-
ferent KBs on the basis of their instances. Consider two
categories c1 and c2, and let S(c) be the set of sub-
jects in category c. The similarity function for cate-

gories interlink is defined as Sim(c1, c2) = |S(c1) ∩
S(c2)|/|S(c1) ∪ S(c2)|. If the Sim(c1, c2) is greater
than a certain threshold, we consider c1 and c2 as aliases
of each other.

After semantic integration, IKBstore contains 9.2 mil-
lion English subjects and 105.4 million triples. All triples
in our integrated KB are assigned accuracy, confidence,
and frequency values, as explained in [19]. The sources
from which the triples are generated are also stored to
support provenance auditing in our KB.

6. INFOBOX EDITOR (IBE)
IBE [18] provides a user-friendly interface to manage

InfoBox information while maintaining the provenance
of this information. Therefore, IBE supports several im-
portant functions that streamline the crowdsourcing and
management of InfoBox information, including:

1. Resolving inconsistencies in the knowledge col-
lected from various KBs,

2. Extracting knowledge from user provided text by
using IBminer,

3. Revising the InfoBoxes generated and adding new
InfoBoxes to existing subjects,

4. Retrieving and revising meta-level information, such
as ontologies and synonyms,

5. Recording the provenance history of InfoBoxes,

6. Supporting simple queries on current KB and its
provenance history, along with transaction
time queries to flash-back to the past.

While IBE is still a work-in-progress (only functions
1–4 from the list are currently implemented), it outlines
a new level of functionality required for curated Web
corpora to take a central role in advanced applications.
Thus the new responsibility of curators will go beyond
that of enabling the creation of textual documents and
supervising their contents. They will also be responsible
for promoting and supervising the process of knowledge
creation and integration, crucial for the many applica-
tions that rely on the KBs created from Web document
corpora. Recent developments, including Wikidata [7],
underscore the significance of this trend.

7. EXPERIMENTS AND RESULTS
Extensive experiments were conducted to evaluate the

effectiveness of our systems [6, 16, 18, 19, 21, 9]. In this
section, we present the results we obtained by applying
IBminer onto the text of the entire English Wikipedia,
which is a corpus containing 4.4 Million subjects each
described by 18.2 sentences on average.

The experiments took several weeks on the Hoffman2
cluster at UCLA [3] using up to 256 cores each with
8GB of main memory.
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Figure 5: Number of results generated for popular queries using DBpedia and IBminer+DBpedia.

The use of IBminer on the entire English Wikipedia
produced 251 Millions of links where subjects match
their page titles. We ranked these links according to
their confidence values that measure their supporting ev-
idence (whereas many other links where the subject does
not match the page title were simply discharged). In or-
der to decide on the minimum confidence required for
the links to be added to our KB, and produce InfoBox
triples, we executed the following manual evaluation.
We selected 50,000 of such triples and matched them
against the text in the page. Therefore for our recall eval-
uation, we only used those InfoBox triples which match
at least one of our semantic links, and measured the re-
call by computing how many of them are also generated
by IBminer, whereas precision is measured by the per-
centage of such triples that are correct. As we lower the
confidence threshold required, we obtain a larger recall
but a worse precision. For instance, IBminer was able to
generated 3.9 Million triples with 95% precision. When
the threshold was lowered to 90% precision, we are able
to recall 7.1 millions of new InfoBox triples.

A more meaningful way to evaluate the usefulness
and completeness of a KB is to evaluate the degree of
recall it entails for frequently used queries. The next
experiment, akin to those performed in [14] and [15],
attempts to evaluate the improvement obtained for pop-
ular queries on musicians and actors, when the 7.1 Mil-
lion triples generated by IBminer are used.
Popular Queries: In order to create a set of popular
queries for our evaluation, we used Google Search Auto-
Complete system, and found around 150 keyword queries
suggested by this system to complete two phrases: “mu-
sicians who” and “actors who”. We were able to trans-
late 120 of these keyword-based queries to SPARQL.
The remaining keyword queries, such as “Actors who
are tall”, “Musicians who married normal people”, are
too vague for a precise translation and quantification and
were thus ignored.

Knowledge Bases: Two different KBs are used in this
evaluation. As for the baseline KB, we use DBpedia’s
InfoBox triples. Since the goal is to measure how much
IBminer’s result improves DBpedia, we combine the tri-
ples in DBpedia and IBminer into our second KB called
IBminer+DBpedia.

After preparing the queries and the KBs, we employed
Apache Jena [1], and ran the queries using the two KBs.
For more than 44% of the queries, no answer is found
from any of the KBs. This very clearly illustrates the in-
completeness of the current KBs. Nevertheless, for the
remaining queries, IBminer+DBpedia produces more an-
swers than the baseline for all queries except four queries
in which the additional triples of IBminer produced no
additional result. Figure 5 shows what portion of the
answers found using IBminer+DBpedia are found using
only DBpedia’s KB. The queries producing no answer
are omitted from the figure, where the others are shown
sorted by increasing percentages. The number of results
found using IBminer+DBpedia is included in the hori-
zontal axis under the query ID [6]. Figure 5 shows that
for 11.6% of the queries for which DBpedia is not able
to provide any answer, IBminer is actually able to find
between 1 to 29 answers. Therefore while IBminer im-
proves DBpedia’s size (coverage) by 21.3%, it improves
the completeness of the answers for popular queries by
53.3%.

8. CURRENT WORK & CONCLUSION
In this paper, we have described a set of tools for

distilling Web corpora into knowledge bases that will
enable structured queries on text documents, making it
possible to support more advanced Semantic-Web appli-
cations. It is therefore clear that curators of Web corpora
must take on responsibilities that go well beyond en-
abling access to Web documents and supervising their
contents. Indeed curator groups must take on the role
of KB managers who are responsible for promoting and
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supervising the creation of computer-processable docu-
ment summaries that will support sophisticated Semantic-
Web applications and powerful structured queries, such
as those provided by SWiPE [8].

The importance of curated or semi-curated Web cor-
pora, featuring integrated, well-managed knowledge ba-
ses, is underscored by the success of Wikipedia and Wiki-
data [7] which is revising, completing, and improving
current InfoBoxes with interlingual links. These devel-
opments represent great news for our project: in fact ac-
cording to our plan of future work, IKBStore will be ex-
tended and improved with knowledge taken from Wiki-
data and Freebase, and SWiPE will be extended with
multilingual query capabilities. Moreover, we plan to
apply our tools and approach to document corpora other
than Wikipedia — e.g., medical and technical encyclo-
pedias. For many of these applications, the massive
crowdsourcing approach of Wikipedia will not be cost-
effective, and our approach that relies on text-mining
and various semi-automatic tools will be more desirable.
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The database group at TUM was established in 1972
by Rudolf Bayer [4] who retired in 2004. The group is
reponsible for the foundational and advanced database
curriculum of the department’s 3500 undergraduate and
graduate students. The group consists of two post-docs
and around 15 doctoral students. In the following we
will overview the research agenda of the last couple of
years only; previous projects and publications can be
viewed on our web site.

1. THE HYPER PROJECT
Most of the recent work of the TUM database group

was done within the context of the long-term HyPer pro-
ject. The goal of this project is to develop a high-per-
formance database engine that (finally) unites the two
seemingly disparate worlds: OLTP and OLAP. For this
purpose we developped a hybrid main memory database
system that supports OLTP- and OLAP-applications –
in parallel on the same database state. The key idea is
to exploit the OS/processor-support for virtual memory
management. This allows to spawn consistent database
snapshots to isolate OLAP queries from the OLTP trans-
actions – even though they share the same database [13].
After about three years of development, HyPer now is a
fairly mature database system and can be experimented
with by other researchers via our web site hyper-db.
de as shown in Figure 1.

In HyPer the OLTP process “owns” the database and
periodically (e.g., in the order of seconds or minutes)
forks an OLAP process. This OLAP process constitutes
a fresh transaction consistent snapshot of the database.
Thereby, we exploit operating systems functionality to
create virtual memory snapshots for new, cloned pro-
cesses. In Unix, for example, this is done by creating a
child process of the OLTP process via the fork system
call.

The forked child process obtains an exact copy of the
parent processes address space, as exemplified on the
lower right-hand side in Figure 1 by the overlayed page
frame panel. This virtual memory snapshot that is cre-
ated by the fork-operation will be used for executing

a session of OLAP queries. These queries can be ex-
ecuted in parallel threads or serially, depending on the
system resources or client requirements. In essence, the
virtual memory snapshot mechanism constitutes a OS-
/hardware supported shadow paging mechanism as pro-
posed decades ago for disk-based database systems by
Lorie [17]. However, the original proposal incurred se-
vere costs as it had to be software-controlled and it de-
stroyed the clustering on disk. Neither of these draw-
backs occurs in the virtual memory snapshotting as clus-
tering across RAM pages is not an issue. Furthermore,
the sharing of pages and the necessary copy-on-update/
write is managed by the operating system with effective
hardware support of the MMU (memory management
unit) via the page table that translates VM addresses to
physical pages and traps necessary replication (copy-on-
write) actions.

Our performance results demonstrate that HyPer com-
bines the best of the two “worlds”: HyPer’s OLTP per-
formance is comparable to that of dedicated OLTP en-
gines (like VoltDB or Hekaton) and HyPer’s OLAP query
response times match those of the best pure OLAP en-
gines (e.g., MonetDB and VectorWise). It should be em-
phasized that HyPer can match (or beat) these two best-
of-breed transaction (VoltDB) and query (MonetDB, Vec-
torWise) processing engines at the same time by per-
forming both workloads in parallel on the same database
state. This performance evaluation was carried out on
the basis of a new business intelligence benchmark, the
so-called CH-benCHmark [7], that combines the trans-
actional workload of TPC-C with the OLAP queries of
TPC-H – executed against the same database state. Hy-
per’s excellent performance is due to the following de-
sign choices:

• HyPer relies on in-memory data management with-
out the ballast of traditional database systems that
is caused by DBMS-controlled page structures and
buffer management. The SQL table definitions are
transformed into simple vector-based virtual mem-
ory representations – which constitutes a column-
oriented physical storage scheme.
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Figure 1: www.hyper-db.de Web Site

• The OLAP processing is separated from the mis-
sion-critical OLTP transaction processing by fork-
ing virtual memory snapshots. Thus, no concur-
rency control mechanisms other than the hardware-
assisted VM management are needed to separate
the two workload classes.

• Transactions and queries are specified in SQL and
are efficiently compiled into LLVM assembly code
[21]. The transactions are specified in an SQL
scripting language (called HyPer-Script) and re-
gistered as precanned, stored procedures. For the
JIT-compiled interactive queries the very fast com-
pilation into assembly language (LLVM) as op-
posed to a slow cross-compilation (into C/C++)
is essential. The query evaluation follows a data-
centric paradigm by applying as many operations
on a data object as possible in between pipeline
breakers. This evaluation scheme goes one step
beyond cache-locality towards register-locality.

• The lock-free execution model [16, 18] in com-
bination with group committing achieves extreme
scalability in terms of transaction throughput – with-
out compromising the “holy grail” of ACID (that
was sacrificed by the NoSQL/key value stores).

• While in-core OLAP query processing can be based

on sequential scans, this is not possible for trans-
action processing. Therefore, we have developed
a sophisticated main-memory indexing structure,
the ART tree [15].

• We developed an extremely efficient loading pro-
cess [19] that allows to use HyPer for big data ex-
ploration by loading data a window at a time for
deep data analysis.

• For efficiently scaling out the HyPer database en-
gine we developed a locality-sensitive query en-
gine [23].

• The index structure DeltaNI [10] was developed to
support hierarchical data in main-memory database
systems.

• HyPer has a very small memory footprint which
allows to run the same system on both, brawny
nodes with up to several TB of main-memory and
a hundred cores as well as on wimpy nodes, such
as tablets and smartphones [20].

Considering that it is an active research project the
implementation of HyPer is fairly mature. Even though
it is not open source, we make it publicly available for
experimentation via our web site hyper-db.de. We
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Figure 2: An Execution Plan with visible Pipeline
Fragments for a Three-Way-Join

also use it for teching purposes; e.g., our 750 students
of the lecture “Foundations of Database Systems” use
it for learning SQL programming and query optimizer
experiments.

2. OVERVIEW OF RECENT WORK

2.1 Efficient Query Compilation
HyPer uses a lock-free execution model. This as-

sumes that transactions, in particular OLTP transactions,
are very fast. HyPer achieves this by using LLVM for
just-in-time compilation of SQL queries to machine code
[21]. The compilation works in a data-centric manner:
Instead of compiling one operator at a time, the com-
piler generates code for each individual data pipeline of
the execution plan. This is illustrated in Figure 2. The
pipelines, i.e., the data flow paths from one materializa-
tion point to the next, are compiled in a bottom-up man-
ner where every operator pushes tuples towards its con-
sumer. In code this means that most pipeline fragments
consist of a few tight loops, which is favorable for mod-
ern CPUs and results in excellent performance. This
compilation step avoids the high CPU overhead of clas-
sical interpreted execution frameworks. For disk-based
systems this overhead was largely neglectable, but for
in-memory processing any interpretation overhead is very
visible.

2.2 NUMA-Aware Many-Core Parallelism
The main impetus of hardware performance improve-

ment nowadays comes from increasing multi-core par-
allelism rather than from speeding up single-threaded
performance. Intel’s new mainstream server Ivy Bridge
EX (that we recently obtained) can run 120 concurrent
threads in a 4-socket configuration. We use the term
many-core for such architectures with tens or hundreds
of cores.

At the same time, increasing main memory capacities
of up to several TB per server have led to the develop-
ment of main-memory database systems. In these sys-
tems query processing is no longer I/O bound, and the
huge parallel compute resources of many-cores can be
truly exploited. Unfortunately, the trend to move mem-

A
16

18
27

5

7

B
8

33
10

5

23

B
8
33
10

5

23

C
v
x
y

z

u

HT(S)HT(T)

A
16
7
10
27
18
5
7
5
...
...
...
...
...

Z
a
c
i
b
e
j
d
f
...
...
...
...
...

RZ
a
...
...

A
16
...
...

B
8
...
...

C
v
...
...

Result

store
probe(16)

probe(10)

probe(8)

probe(27)store

Z
b
...
...

A
27
...
...

B
10
...
...

C
y
...
...

morsel

morselDispatcher
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ory controllers into the chip and hence the decentral-
ization of memory access, which was needed to scale
throughput to huge memories, leads to non-uniform mem-
ory access (NUMA). In essence, the computer has be-
come a network in itself as the access costs of data items
varies depending on which chip the data and the ac-
cessing thread are located. Therefore, many-core paral-
lelization needs to take RAM and cache hierarchies into
account. [1, 3] developed and analyzed massively paral-
lel join algorithms. In HyPer [14] we extend this work to
an effective end-to-end parallelization scheme covering
entire query evaluation plans. In particular, the NUMA
division of the RAM has to be considered carefully to
ensure that threads work (mostly) on NUMA-local data.

HyPer employs an adaptive morsel-driven query exe-
cution framework – as described in [14]. Our approach
is sketched in Figure 3 for the three-way-join queryR ./A

S ./B T . Parallelism is achieved by processing each
pipeline on different cores in parallel, as indicated by
the two (upper and lower) probe-probe-store-pipelines
in the figure. The core idea is a scheduling mecha-
nism (the “dispatcher”) that allows flexible parallel exe-
cution of an operator pipeline, that can change the par-
allelism degree even during query execution. A query
is divided into segments, and each executing segment
takes a morsel (typically 100,000) of input tuples and
executes these, materializing results in the next pipeline
breaker. The morsel framework enables NUMA local
processing as indicated by the color coding in the figure:
A thread operates on NUMA-local input and writes its
result into a NUMA-local storage area. Our dispatcher
runs a fixed, machine-dependent number of threads, such
that even if new queries arrive there is no resource over-
subscription, and these threads are pinned to the cores,
such that no unexpected loss of NUMA locality can oc-
cur due to the OS moving a thread to a different core.

The crucial feature of morsel-driven scheduling is that
task distribution is done at run-time and is thus fully
elastic. This allows to achieve perfect load balancing,
even in the face of uncertain size distributions of in-
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Figure 4: Hot/cold Clustering for Compression.

termediate results, as well as the hard-to-predict per-
formance of modern CPU cores that varies even if the
amount of work they get is the same. It is elastic in
the sense that it can handle workloads that change at
run-time (by reducing or increasing the parallelism of
already executing queries in-flight) and can easily inte-
grate a mechanism to run queries at different priorities.

2.3 Compacting the In-Memory Database
Our approach [11] to compression in hybrid OLTP &

OLAP column stores is based on the observation that
while OLTP workloads frequently modify the dataset,
they often follow the working set assumption: Only a
small subset of the data is accessed and an even smaller
subset of this working set is being modified (cf. Fig-
ure 4). In business applications, this working set is mostly
comprised of tuples that were added to the database in
the recent past, as it can be observed in the TPC-C work-
load (cf. www.tpc.org).

Our system uses a lightweight monitoring component
to observe accesses to the dataset and identify oppor-
tunities to reorganize data such that it is clustered into
hot and cold parts. After clustering, the database system
compresses cold chunks to reduce memory consumption
and streamline queries. In future versions we will even
stage the frozen parts to less expensive memory, e.g., to
non-volatile memory NVM, SSD or disk storage media.
Our concept of compaction has received a lot of atten-
tion and is currently being incorporated in Microsoft’s
Hekaton [9] as well as in HStore/VoltDB [8].

2.4 Radix Tree Indexing in Main-Memory
Databases

The efficiency of transaction processing largely de-
pends on which index structures are used, as exemplified
by the first three select-statements of the newOrder im-
plementation of the TPC-C benchmark. In main-memory,
dictionary-like data structures supporting insert, update,

13 129130

key child pointer

3 8 9 ……

key child pointer

Node4

Node16

Node48

Node256

0 1 2
… …

child index child pointer

3 255

0 1 2
…

3 255

child pointer

4 5 6

255

0 1 2 3 0 1 2 3

0 1 2 0 1 2 1515

47210

TID TID TID TIDTID TID

2 913 255

byte representation

+218237439 00001101 00000010 00001001 11111111

integer key bit representation (32 bit, unsigned)
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Path for the Key 218237439 Traversing all four Node
Types

and delete are often implemented as hash tables or com-
parison-based trees (e.g. self-balancing binary trees or
B-trees). Hashing is usually much faster than a tree as
it offers constant lookup time in contrast to the logarith-
mic behavior of comparison-based trees. The advantage
of trees is that the data is stored in sorted order, which
enables additional operations like range scan, minimum,
maximum, and prefix lookup.

The radix tree, also known as trie, prefix tree, or dig-
ital search tree, is another dictionary-like data structure.
In contrast to comparison-based structures, which com-
pare opaque key values using a comparison function,
radix trees directly use the binary representation of the
key. Although radix trees are often introduced as a data
structure for storing character strings, they can be used
to store any data type by considering values as strings of
bits or bytes.

The complexity of radix trees for insert, lookup, and
delete is O(k) where k is the length of the key. The
access time is independent of the number of elements
stored. Besides the length of the key, the height of a
radix tree depends on the number of children each node
has. For example, a radix tree with a fanout of 256 that
stores 32 bit integers has a height of 4.

So far radix trees suffered from space underutilization
problems as typically an array of 256 pointers was allo-
cated for each node – even though some nodes might
have a very low fan-out compared to others. Therefore,
we developed in [15] the Adaptive Radix Tree (ART),
which uses four different node types that can handle up
to (i) 4, (ii) 16, (iii) 48, and (iv) 256 entries. Thereby, a
good space utilization of ART-trees is guaranteed while
still being able to achieve a maximum height of k for k-
byte keys. That is, 32 bit integers are indexed with a tree
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of height 4, 64 bit integers require height 8. These adap-
tive nodes are exemplified by the sample path for the 32-
bit key 218237439 consisting of the the 4 byte-chunks
13&2&9&255 in Fig. 5. This path starts at the root,
which happens to be of type Node4, and then covers the
three other node types. The structural representation of
these node types varies, as illustrated in the figure. In
designing the node structure the trade-off between space
utilization and intra-node search performance was taken
into account.

Besides adaptive nodes, we employ other compres-
sion techniques that bound the worst-case space con-
sumption per key/value pair to 52 bytes – even for ar-
bitrarily long keys [15].

2.5 Lock-Free Synchronization via Hard-
ware Transactional Memory

The upcoming hardware transactional memory (HTM)
support in mainstream processors like Intel’s Haswell
appears to be a perfect fit for optimizing the emerging
main-memory database systems. Transactional memory
[12] is a very intriguing concept that allows for auto-
matic atomic and concurrent execution of arbitrary code.

However, transactional memory is no panacea for trans-
action processing. First, database transactions also re-
quire properties like durability, which are beyond the
scope of transactional memory. Second, at least the cur-
rent hardware implementations of transactional mem-
ory are limited. For the Haswell architecture the read-
/write sets have to fit into the L1 cache with a capacity
of 32KB, which limits the scope of a transaction. Fur-
thermore, HTM transactions may fail due to a number
of unexpected circumstances like collisions caused by
cache associativity, hardware interrupts, etc. Therefore,
it does not seem to be viable to map an entire database
transaction to a single monolithic HTM transaction. In
addition, one always needs a “slow path” to handle the
pathological cases (e.g., associativity collisions).

We therefore developed in [15] an architecture where
transactional memory is used as a building block for
assembling complex database transactions. Along the
lines of the general philosophy of transactional mem-
ory we start executing transactions optimistically, us-
ing (nearly) no synchronization and thus running at full
clock speed. By exploiting HTM we get many of the re-
quired checks for free, without complicating the database
code, and can thus reach a much higher degree of paral-
lelism than classical locking or latching. In order to min-
imize the number of conflicts in the transactional mem-
ory component, we carefully control the data layout and
the access patterns of the involved operations, which al-
lows to operate largely without explicit synchronization.

Because the maximum size of hardware transactions
is limited, only a database transaction that is small can
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Figure 6: Transforming database transactions into
HTM transactions

directly be mapped to a single hardware transaction. We
therefore assemble complex database transactions by us-
ing hardware transactions as building blocks, as shown
in Figure 6. The key idea here is to use a customized
variant of timestamp ordering (TSO) to “glue” together
these small hardware transactions. TSO is a classic con-
currency control technique, which was extensively stud-
ied in the context of disk-based and distributed database
systems [6, 5]. For disk-based systems, TSO is not com-
petitive to locking because most read accesses result in
an update of the read timestamp, and thus a write to disk.
The timestamp updates are obviously much cheaper in
RAM. On the opposite, fine-grained locking is much
more expensive than maintaining timestamps in main
memory, as we showed in [15].

Timestamp ordering uses read and write timestamps
to identify read/write and write/write conflicts. Each
transaction is associated with a monotonically increas-
ing timestamp, and whenever a data item is read or up-
dated its associated timestamp is updated, too. The read
timestamp of a data item records the youngest reader of
this particular item, and the write timestamp records the
last writer. This way, a transaction recognizes if its oper-
ation collides with an operation of a “younger” transac-
tions (i.e., a transaction with a larger timestamp), which
would be a violation of transaction isolation. In par-
ticular, an operation fails if a transaction tries to read
data from a younger transaction, or if a transaction tries
to update a data item that has already been read by a
younger transaction.

Lock-free execution is generally unsuitable for “ill-
natured” transactions like long-running OLAP-style que-
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ries or transactions querying external data – even if they
occur rarely in the workload. In [18] we developed an
approach whereby long transactions are first executed
tentatively on the virtual memory snapshot and then ap-
plied to the main database as a short install transaction.

3. AWARDS
In the last couple of years the database group at TUM

has obtained the following awards:

• The team “Campers” of Henrik Mühe and Florian
Funke (mentored by Alfons Kemper and Thomas
Neumann) was among the finalists of the ACM
SIGMOD Programming Contest 2013 and achieved
second place.

• The team “AWFY” of Moritz Kaufmann, Manuel
Then, Tobias Mühlbauer, und Andrey Gubichev
(mentored by Alfons Kemper and Thomas Neu-
mann) won the ACM SIGMOD Programming Con-
test 2014.

• The ICDE 2014 Best Paper Award was presented
to Viktor Leis, Alfons Kemper and Thomas Neu-
mann for their paper ”Exploiting Hardware Trans-
actional Memory in Main-Memory Databases” [16].

• Thomas Neumann was awarded the Early Career
Research Contribution Award at VLDB 2014 for
his work on “Engineering High-Performance Data-
base Engines” [22].

4. GUESTS

• Nikolaus Augsten (University of Salzburg) visited
the group to work on similarity join processing [2].

• Peter Boncz (CWI/VU Amsterdam) was awarded
the Humboldt Prize to work with us on multi-core
parallel query processing [14].

5. VLDB 2017 AT TUM
The database group of TUM will organize the VLDB

2017 conference in Munich. It will take place during the
last week of August 2017 at the main campus of TUM
in downtown Munich.
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Abstract
Every few years a group of database researchers
meets to discuss the state of database research, its
impact on practice, and important new directions.
This report summarizes the discussion and conclu-
sions of the eighth such meeting, held October 14-
15, 2013 in Irvine, California. It observes that Big
Data has now become a defining challenge of our
time, and that the database research community is
uniquely positioned to address it, with enormous
opportunities to make transformative impact. To
do so, the report recommends significantly more at-
tention to five research areas: scalable big/fast data
infrastructures; coping with diversity in the data
management landscape; end-to-end processing and
understanding of data; cloud services; and manag-
ing the diverse roles of people in the data life cycle.

1. INTRODUCTION
A group of database researchers meets periodi-

cally to discuss the state of the field and its key
directions going forward. Past meetings were held
in 1989 [BDD+89], 1990 [SSU91], 1995 [SSU96],
1996 [SZ96], 1998 [BBC+98], 2003 [AAB+05], and
2008 [AAB+09]. Continuing this tradition, twenty-
eight database researchers and two invited speakers
met in October 2013 at the Beckman Center on the
University of California-Irvine campus for two days
of discussions (see http://beckman.cs.wisc.edu).
The meeting attendees represented a broad cross-
section of interests, affiliations, seniority, and geog-
raphy. Meeting attendance was capped at thirty so
that the meeting would be as interactive as possible.

This year, meeting participants quickly identi-
fied Big Data as a defining challenge of our time.
Big Data emerged due to the confluence of three
major trends. First, it has become much cheaper
to generate a wide variety of data, due to inex-
pensive storage, sensors, smart devices, social soft-
ware, multiplayer games, and the emerging Internet

of Things, which connects homes, cars, appliances,
and other devices. Second, it has become much
cheaper to process large amounts of data, due to
advances in multicore CPUs, solid state storage, in-
expensive cloud computing, and open source soft-
ware. Finally, in a trend called the democratiza-
tion of data, not just database administrators and
developers, but many more types of people have
become intimately involved in the process of gen-
erating, processing, and consuming data – decision
makers, domain scientists, application users, jour-
nalists, crowd workers, and everyday consumers.

As a result of these accelerating trends, there
is now a widespread realization that an unprece-
dented volume of data can be captured, stored, and
processed, and that the knowledge gleaned from
such data can benefit everyone: businesses, govern-
ments, academic disciplines, engineering, commu-
nities, and individuals. In a sense, the rest of the
world has now caught on to the importance of what
the database community has been advocating and
doing for years.

The new era of Big Data has drawn many com-
munities into the “data management game.” There
has been a groundswell of efforts in these communi-
ties to develop custom data management solutions,
such as Hadoop and NoSQL. Many of these early
solutions were not based on database management
system (DBMS) principles. However, as these solu-
tions have gained popularity and been applied to
more data management scenarios, DBMS princi-
ples have been increasingly recognized as important
and incorporated into solutions. For example, Hive,
which manages data declaratively, has become far
more popular than MapReduce; new drop-in alter-
natives to Hive look like parallel DBMSs; NoSQL
tools are now moving to high-level languages and
ACID transactions; and a new generation of sys-
tems is emerging that look like massive relational
database management systems running on top of
key-value stores that span data centers (e.g., the F-
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1 system that powers Google’s ad infrastructure).
Thus, today the database community is enter-

ing a time of unprecedented excitement. We are
now squarely at the center of the Big Data revo-
lution. The world has adopted a vision of a data-
driven society, and other communities are adopting
DBMS principles. As the community that has been
pushing the limits of processing big data sets for 45
years, we can build on a wealth of results, lessons,
and experience to help the data-driven world move
forward. Our community therefore is uniquely po-
sitioned to address Big Data. The opportunity for
us to make transformative impact is enormous.

But we also face enormous challenges. Big Data
requirements will cause massive disruptions to the
ways that we design, build, and deploy data man-
agement solutions. The main characteristics of Big
Data are volume, velocity, and variety. Our commu-
nity has worked on volume and velocity for decades,
and has developed solutions that are mission-critical
to virtually every commercial enterprise on the planet.
Big Data, however, brings unprecedented scale that
will force us to radically rethink existing solutions.
Variety means integrating and analyzing data that
come from diverse sources, with varying formats
and quality, a topic that we have also been work-
ing on for years. However, it is still an extremely
labor-intensive journey from raw data to action-
able knowledge. This problem will be exacerbated
by Big Data, causing a major bottleneck in the
data processing pipeline. Hence, we need to in-
tensify our effort to develop end-to-end solutions
that scale, are easy to use, and minimize human ef-
fort. Big Data also brings wide variety in hardware
infrastructures; processing frameworks, languages,
and systems; programming abstractions; degrees of
user sophistication; and user preferences. Design-
ing data management solutions that can cope with
such extreme variety will be a difficult challenge.

Moving beyond the “three V’s,” many Big Data
applications will be deployed in the cloud, both pub-
lic and private, on a massive scale. Many applica-
tions will involve people, e.g., to help solve semantic
problems that still bedevil current automatic solu-
tions. The scale of human involvement can range
from a single domain expert to a crowd of workers,
a whole user community, or in some cases the en-
tire connected world (e.g., Wikipedia). These new
trends raise novel and important research challenges
for our community.

Finally, Big Data brings important community
challenges. We must rethink our approach to teach-
ing data management technologies, reexamine our
research culture, and consider the emergence of data

science as a discipline. Other aspects of the Big
Data revolution, such as the impact on privacy, new
ideas about data valuation and ownership, and the
emerging data economy, also need to be considered
and may affect our training programs and research
agendas. However, we will not focus on these as-
pects in this report.

Over the two days of the Beckman meeting, par-
ticipants extensively discussed the above issues. Sec-
tions 2 and 3 summarize the discussions about re-
search and community challenges, respectively. Sec-
tion 4 concludes the report.

2. RESEARCH CHALLENGES
The meeting identified five Big Data challenges:

scalable big/fast data infrastructures; coping with
diversity in the data management landscape; end-
to-end processing and understanding of data; cloud
services; and the roles of people in the data life cy-
cle. The first three challenges deal with the volume,
velocity, and variety aspects of Big Data, while the
remaining two deal with deploying Big Data appli-
cations in the cloud and managing the involvement
of people in these applications.

These Big Data challenges are not an exclusive
agenda to be pursued at the expense of other ex-
isting work. In recent years our community has
strengthened core competencies in RDBMSs, and
branched out into many new data management di-
rections, in collaboration with other communities
(e.g., systems, AI, KDD, HCI, and e-science). These
thriving directions require continued investigation.
In addition, important issues that were raised re-
peatedly during the meeting include security, pri-
vacy, data usage and pricing, data attribution, so-
cial and mobile data, spatio-temporal data, person-
alization and contextualization, energy constraints,
and scientific data management. Many of these is-
sues cut across the identified challenges and are cap-
tured in various aspects of the discussion below.

2.1 Scalable Big/Fast Data Infrastructures
Our community has long been developing sys-

tems for processing data in volumes that push the
limits of current hardware. Hardware continues to
evolve, bringing new processor, storage, and net-
working technologies. We must continue to address
the challenge of building scalable systems to man-
age bigger data sets that arrive at increasing speed,
leveraging these new and improved technologies.

In the database world, the parallel processing of
large structured data sets has been a major success,
leading to several generations of commercial SQL-
based products that are widely used by enterprises.
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The distributed computing field has achieved suc-
cess in scaling up data processing for less structured
data on large numbers of unreliable, commodity
machines through the use of constrained program-
ming models such as MapReduce. Higher level lan-
guages, inspired by declarative database languages
such as the relational algebra and SQL, have fol-
lowed. These have been layered on top of the earlier
constrained models, to enable a broader audience of
developers to use scalable Big Data platforms. To-
day, open source platforms such as Hadoop – with
its MapReduce programming model, large-scale dis-
tributed file system (HDFS), and higher level lan-
guages (e.g., Pig and Hive) – are seeing rapid adop-
tion for processing less structured data, even in the
traditional enterprise world.

Given the enthusiastic adoption of declarative lan-
guages for processing Big Data, there is a grow-
ing recognition that more general, database-style
query processing techniques are needed. These in-
clude cost-aware query optimizers and set-oriented
query execution engines. Processing much higher
data volumes with acceptable response times will
require very high degrees of parallelism. Effective
query processing strategies will need to fully exploit
large clusters of many-core processors, scaling both
“up” and “out” in order to meet the anticipated
needs. This will create challenges not only for query
optimization and execution, but also for progress
monitoring, so that a user can diagnose and manage
queries that are running too slowly or consuming
excessive resources. To adapt to the characteristics
of previously unseen data, as well as to reduce the
cost of data movement between stages of data anal-
ysis, query processors will need to integrate data
sampling, data mining, and machine learning com-
putations into their flows.

At data center scale, the ratio between the speed
of sequential processing and interconnects is chang-
ing with the advent of faster networks, full bisection
bandwidth networks between servers, and remote
direct memory access (DMA) capabilities. In addi-
tion to clusters of general-purpose multicore proces-
sors, more specialized processors should be consid-
ered. Commercially successful database machines
have demonstrated the potential of hardware-software
co-design for data management. Researchers should
continue to explore ways of leveraging specialized
processors, e.g., graphics processing units (GPUs),
field-programmable gate arrays (FPGAs), and ap-
plication specific integrated circuits (ASICs), for
processing very large data sets. These changes in
communications and processing technologies will re-
quire a reconsideration of parallel and distributed

query processing algorithms, which have tradition-
ally focused on more homogeneous hardware envi-
ronments.

Turning to storage, the database research com-
munity must learn how best to leverage emerging
memory and storage technologies. Relative to com-
modity magnetic disks, solid-state disks are expen-
sive per gigabyte but cheap per I/O operation. Vari-
ous non-volatile random-access memory (NV-RAM)
technologies are under development, all with dif-
ferent speed, power, and durability characteristics.
Both server-attached and network-attached storage
architectures need to be considered. Distributed
file systems like HDFS, which are server-attached
yet shared across the network, are a hybrid of both
approaches. How best to use this range of storage
configurations reopens many questions reminiscent
of past debates of shared memory vs. shared disk
vs. shared nothing, questions that many have con-
sidered to be “closed” for traditional parallel rela-
tional systems.

To process data that arrives at ever higher speeds,
new scalable techniques for ingesting and process-
ing streams of data will be needed. Algorithms will
need to be tuned carefully according to the behavior
of hardware, e.g., to cope with non-uniform memory
access (NUMA) and limited transfer rates across
layers of the memory hierarchy. In addition, the
very high speed of some data sources, often with
lower information density, will require some data to
be processed online and then discarded without be-
ing persisted in its entirety. Rather, samples and
aggregations of such data will need to be selected
to be stored persistently in order to answer certain
categories of queries that arrive after the raw data
is no longer available. For such data, progressive
query processing will be increasingly important to
provide incremental and partial results with increas-
ing accuracy as data flows through the processing
pipeline.

For data that is persisted but processed just once
(if ever), it makes little sense to store and index
the data first in a database system. For such data,
schema-on-read may make more sense than tradi-
tional schema-on-write, which imposes unnecessary
overhead at ingestion time. At that time one may
just want to dump the bits without hassle, returning
if and when one wants to interpret the bits. Further,
the appropriate way of interpreting the data for a
given query may depend on the query, and hence
may be unknown at write time. Raw files (i.e.,
array-of-characters or array-of-bytes) are the least
common denominator for interoperation among the
wide variety of systems being brought to bear on
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data today. As a result, we need to develop tools
and languages to assist with schema-on-read, and
query engines that run efficiently over raw files.

In addition to much broader data analysis re-
quirements, today’s world brings new requirements
for data capture, updates, and fast (but simple)
data access. Handling high rates of data capture
and updates for schema-less data has led to the
development of NoSQL systems. The current Big
Data platform landscape contains a number of such
systems, with nearly as many transaction models
and data consistency guarantees as there are ex-
amples of such systems. Most provide only basic
data access capabilities and weak atomicity and iso-
lation guarantees, making it difficult to build and
reason about reliable applications. As a result, a
new class of Big Data system has emerged, one that
provides full-fledged database-like features over key-
value stores or similar substrates. For some applica-
tions, the stored data is still managed and updated
as “the source of truth” for an enterprise. In other
cases, such as the Internet of Things, the stored
data reflects and needs to keep up with events and
changes occurring in the outside world so that ap-
plications can respond to important events or rec-
ognize situations of interest. This creates an op-
portunity for our community to revisit its thinking
about data currency and consistency and to design
new models and techniques for developing robust
applications.

Finally, scalability should be measured not only
in terms of petabytes of data and queries per second,
but also total cost of ownership (including manage-
ment, energy use, etc.), end-to-end processing speed
(i.e., time from raw data arrival to eventual in-
sights), brittleness (for example, the ability to con-
tinue despite failures such as partial data parse er-
rors), and usability (especially for entry-level users).
To measure progress against such broader metrics,
new types of benchmarks will be required.

2.2 Diversity in the Data Management
Landscape

In addition to high data volumes and data arrival
rates, today’s data-driven world involves a much
wider and much richer variety of data types, shapes,
and sizes than traditional enterprise data.

In the enterprise world, data has traditionally
been stored and analyzed in a data warehouse that
has been carefully designed and optimized for repet-
itive and ad-hoc analysis tasks. In today’s more
open world, data is often stored in different rep-
resentations managed by different software systems
with different APIs, query processors, and analy-

sis tools. It seems unlikely that a single, one-size-
fits-all, Big Data system will suffice for this degree
of diversity. Instead, multiple classes of systems
will likely emerge, with each addressing a partic-
ular class of need (e.g., data deduplication, anal-
ysis of large graphs, diverse scientific experiments,
real-time stream processing) or exploiting a partic-
ular type of hardware platform (e.g., clusters of in-
expensive machines, large multicore servers). For
these scenarios, database researchers should apply
our expertise in set-oriented parallel processing and
in efficiently handling data sets that do not fit in
main memory.

It remains to be seen how many different types of
systems may be needed – e.g., what an appropriate
system’s scope may turn out to be – but the need
for coexistence of multiple Big Data systems and
analysis platforms is certain. Thus, another diver-
sity challenge is helping data analysts combine and
analyze data across systems. To support Big Data
queries that span systems, platforms will need to be
integrated and federated. This will involve not only
hiding the heterogeneity of data formats and access
languages, but also optimizing the performance of
accesses that span diverse Big Data systems and
of flows that move data between them. We also
face a challenge of managing Big Data systems that
run on a multitude of diverse devices and reside
within or span large data centers. Disconnected de-
vices will also become increasingly common, raising
challenges related to reliable data ingestion, query
processing over these devices, and data inconsis-
tency in such sometimes-connected, wide-area en-
vironments.

Moving up a level, in a diverse and data-driven
world, we must manage diverse programming ab-
stractions against very large data sets. Rather than
expecting to develop “the” data analysis language
for Big Data, perhaps by extending SQL or an-
other popular language, we must let users analyze
their data in the medium they find most natural.
For example, this may be SQL, Pig, R, Python,
a domain-specific language, or a lower-level con-
strained programming model such as MapReduce or
Valiant’s bulk synchronous processing model. This
requires developing reusable middle-layer patterns,
such as scalable matrix multiplication, list compre-
hension, or iterative execution paradigms, with sup-
port for multiple language-specific bindings or em-
beddings. Another potentially fruitful focus is tools
for the rapid development of new domain-specific
data analysis languages – tools that simplify the
implementation of new scalable, data-parallel lan-
guages.
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To handle data diversity, then, we need modular
platforms that can span both “raw” and “cooked”
data, systems where the cooked data can take many
forms, e.g., tables, matrices, or graphs. Such sys-
tems will run end-to-end dataflows and workflows
that mix multiple types of data processing, e.g.,
querying data with SQL and then analyzing it with
R. To help unify systems that access data in such
diverse ways, lazy computation is sometimes benefi-
cial – including lazy data parsing/conversion/loading,
lazy indexing/view construction, or just-in-time query
planning. Big Data systems should become more in-
teroperable and interconnectable, like “Lego bricks.”
Frameworks like Mesos and now YARN provide in-
spiration at the systems level, as do workflow sys-
tems for the Hadoop ecosystem and tools for man-
aging scientific workflows.

2.3 End-to-End Processing and
Understanding of Data

To meet the needs of a data-driven world, the
database research community needs to focus on end-
to-end processing and understanding of data. De-
spite years of R&D, surprisingly few tools can pro-
cess data end-to-end, going from raw data all the
way to extracted knowledge, without significant hu-
man intervention at each step. Moreover, for most
steps, the intervening people need to be highly com-
puter savvy. Few tools in this area are open source.
Most are expensive proprietary products that ad-
dress certain processing steps. As a result, existing
tools cannot easily benefit from ongoing contribu-
tions by the data integration research community.
To overcome this situation, we recommend a focus
not just on improving data integration technolo-
gies (such as data cleaning, schema matching, and
data deduplication), but also on fusing these puzzle
pieces into end-to-end solutions.

What should such end-to-end tools look like? At
its core, the raw-data-to-knowledge “pipeline” will
look much like it always has. Its major steps will
continue to be: data acquisition; selection, assess-
ment, cleaning, and transformation (also called “data
wrangling”); extraction and integration; mining,
OLAP, and analytics; and result summarization,
provenance, and explanation. What has significantly
changed is the much greater diversity of data and
users, and much greater scale. Data today comes in
a wide variety of formats. Combinations of struc-
tured and unstructured data are appearing that users
want to use together in a structured fashion. Fur-
ther, a wide range of people from many different
domains are now building data tools that exploit
human feedback in almost every step of the ana-

lytical pipeline. Data tools are increasingly used
directly by subject-matter experts, not just by IT
experts. For example, a journalist with a CSV file of
crime statistics may want to clean, map, and pub-
lish his or her data. An entirely new class of people
devoted to data analysis, called data scientists, has
emerged. Once an analytic result has been pro-
duced, it is likely to be consumed by a much wider
variety of people than before. Finally, data tools
are now being used at every imaginable scale, from
extracting and combining data from just a few Web
pages to mining petabytes of system, network, and
application logs and event streams.

Our community should seek to build effective,
useful, and impactful tools that can work together,
end-to-end. There will likely be no one-size-fits-all
tool for the wide variety of data analysis scenarios
ahead. We should thus develop multiple tools, each
solving some piece of the raw-data-to-knowledge puz-
zle, which can be seamlessly integrated and be easy
to use for both lay and expert users. When possible,
we should aim to open source data analysis “build-
ing blocks,” to be combined and reused by others,
and provide best practice guidance on when to use
each tool. Tools should handle the range from a
small amount of data up to very large volumes. In
an increasingly collaborative world for data sharing
and analysis, each step of the data analysis pipeline
should be interactive and be able to exploit feedback
from individuals, teams, and even crowdsourcing.

Tools should be able to exploit domain knowl-
edge, such as dictionaries, knowledge bases, and
rules, and be easy to customize to a (new) domain.
With a large volume of data to analyze, tool design-
ers should consider using machine learning to par-
tially automate the customization process. Hand-
crafted rules will remain important, though, as many
analysis applications require very high precision, such
as e-commerce. In such applications, analysts often
write a large number of rules to cover “corner cases”
that are not amenable to learning and generaliza-
tion. To be truly end-to-end and easy to use, tools
should provide support for writing, evaluating, ap-
plying, and managing hand-crafted rules.

Explanation, provenance, filtering, summarization,
and visualization requirements crop up in all steps
of the raw-data-to-knowledge pipeline. They will be
critical to making analytic tools easy to use. Cap-
turing appropriate meta-information is key to en-
able explanation, provenance, and reuse. Further-
more, visualization provides an essential way to in-
teract with and solicit input from people, and it
can be especially effective when coupled with au-
tomatic analysis techniques. Visual analytics is re-
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ceiving growing attention in the database, HCI, and
visualization communities, for visualizing database
queries, visual data mining, and data wrangling.
This area would benefit from attention, as it is a
must for coping with Big Data volumes.

Analytical data management is knowledge-intensive.
The more knowledge we have about a target do-
main, the better that tools can support the do-
main’s analyses. As a result, there has been a grow-
ing trend to create, share, and use domain knowl-
edge to better understand data. Such knowledge
is often captured in knowledge bases (KBs) that
describe the most important entities and relation-
ships in a domain. For example, a community of
domain scientists, say in biomedicine, may build a
large KB that contains profiles of tens of thousands
of biomedical researchers along with their publi-
cations, affiliations, and patents. Such KBs are
used for improving the accuracy of the raw-data-
to-knowledge pipeline, answering queries about the
domain, and finding domain experts. Many compa-
nies have also built KBs for answering user queries,
annotating text, supporting e-commerce, and ana-
lyzing social media.

The KB trend will likely accelerate, leading to
a proliferation of “knowledge centers” built, main-
tained, and used by online communities, companies,
and others. Such centers will contain knowledge
bases as well as tools to query, share, and use them
for data analysis. Many of these tools will be invo-
cable in the cloud, allowing users and applications
in the same domain and beyond to use the knowl-
edge centers. End-to-end processing from raw data
to knowledge will require our community to pay in-
creased attention to this trend, as it can be viewed
as using domain knowledge, often a great deal of it,
to better understand the raw data in terms of the
entities and relationships in its domain. To date
we have made some inroads into this topic (e.g.,
efforts to build KBs in various domains) and have
had some significant success (e.g., YAGO). How-
ever, more needs to be done, including developing
solutions to let a group of users build and maintain
a domain-specific KB, to let raw-data-to-knowledge
tools utilize such KBs, and to allow users, from lay-
man to experts, to easily query and share such KBs.

2.4 Cloud Services
Cloud computing has become mainstream. En-

terprises have a multitude of cloud providers to choose
from. Cloud computing has a wide variety of forms,
including IaaS (Infrastructure as a Service), PaaS
(Platform as a Service), and SaaS (Software as a
Service). Moreover, the distinctions among IaaS,

PaaS, and SaaS have started to blur. For exam-
ple, IaaS providers nowadays provide manageabil-
ity features that begin to resemble PaaS. From a
data platform perspective, the ideal goal is to pro-
vide PaaS in its truest form. In a world with true
PaaS for data, users would be able to upload data
to the cloud, query it exactly as they do today over
their SQL databases on the intranet, and selectively
share the data and results easily, all without worry-
ing about how many instances to rent, what operat-
ing system to run on, how to partition the databases
across servers, or how to tune them. Despite the
emergence of services such as Database.com, Google
Big Query, Amazon Redshift, and Microsoft Azure
SQL Database, we are still far away from that vi-
sion. Below we outline some of the critical chal-
lenges for our community in realizing the vision of
Data Platform as a Service in the cloud.

The first challenge is elasticity. While computa-
tion is elastic in many cases, data is not. In today’s
architectures, data can be prohibitively expensive
to move. Given this reality, if we want to build an
elastic Data Platform as a Service, how should it be
architected, keeping in mind the evolution of stor-
age and networking? Should storage be server-local
or network-attached? Can the same cloud stor-
age service support both transactions and analyt-
ics? How does caching fit into the picture? Han-
dling elasticity also requires leveraging the availabil-
ity of additional resources as well as preemption of
existing resources. Database engines and analysis
platforms for a Data Platform as a Service will need
to operate on top of elastic resources that can be al-
located quickly during workload peaks but possibly
pre-empted for users paying for premium service.

Data replication is another challenge. Although
data replication has been studied extensively in the
past, it is important to revisit it in the context of the
cloud, keeping in mind the need for high availability,
load balancing, and cost. Both elasticity and repli-
cation need to be considered not just within, but
also across, geographically distributed data centers.

System administration and tuning is a third chal-
lenge. A data platform in use as a cloud service
will need extreme auto-tuning. In the world of
Data Platform as a Service, the traditional roles
of database and system administrators simply do
not exist. Therefore, all administrative tasks such
as capacity planning, resource provisioning, physi-
cal data management, and admission control policy
setting need to be automated while dealing with the
variance that arises due to the elasticity of resources
and their availability in the cloud setting.

Multitenancy is a key technical challenge in man-
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aging elasticity for data-related services. To be com-
petitive, the provider of a Data Platform as a Ser-
vice must offer a cost structure comparable to or
better than an on-premises solution. This requires
providers to pack multiple tenants of a database
service together to share physical resources on the
same server to smooth demand and reduce cost.
However, multitenancy introduces two problems.
First, providers must be able to provide performance
isolation so that a burst of demand from one tenant
does not unduly degrade the performance of oth-
ers. This requires careful governance of CPU, I/O,
memory, and network resources. Second, users of a
database service must be given security guarantees
against information leakage across tenants.

Service Level Agreements (SLAs) are critical but
challenging in the world of cloud services. For a
multitenant Data Platform as a Service, the elas-
ticity of global resource availability as well as the
need for resource governance impact the availability
of resources for a tenant. In turn, such variations
can affect the quality of service. We are just be-
ginning to understand the interaction between mul-
titenant resource allocation and quality of service.
Such an understanding would help form the basis
for differentiated SLAs for Data Platform as a Ser-
vice. Today, SLAs primarily focus on availability.
To make Data Platform as a Service ubiquitous, it
is important to understand this key question deeply,
as it has implications not only for cost structures for
tenants, but also for the development of QoS-aware
database applications based on cloud services. In
addition, cost structures for differentiated services
must be easy to comprehend in user terms.

Data sharing is another key challenge, as the cloud
enables it at an unprecedented scale. The database
community should seek to develop novel services
that harness this potential. We have already seen
services that enable collaborative productivity tools
as well as the ability to share results of data anal-
ysis or visualization. There is a great opportunity
for us to actively explore richer ideas in the context
of data analytics. For example, what would collab-
orative data analytics look like in the future? To
realize such a vision, we must understand how we
can support essential services such as data curation
and provenance when we want to perform such ac-
tivities collaboratively in the cloud. Data sharing
in the cloud will also raise new issues in leveraging
data sets, such as how to find useful public data,
how to correlate your own data with public data to
add context, how to find high-quality data in the
cloud, and how to share data at fine-grained levels,
as well as business issues, such as how to distribute

costs when sharing computing and data and how
to price data. The cloud will create new life-cycle
challenges, such as how to protect data if the cur-
rent cloud provider fails, or how to preserve data for
the long term when it lives “somewhere out there.”
The cloud will also drive innovation in tools for data
governance, such as auditing, enforcement of legal
terms and conditions, and explanation of user poli-
cies.

Hybrid clouds bring a new set of challenges as
well. Today, this entails support for sharing and
seamless operation between database services and
servers that reside on-premise and those in a sin-
gle cloud provider. In the future, data sharing ser-
vices will need to be federated across mobile devices,
on-premise resources, and multiple cloud providers.
We also need to support common patterns of hybrid
clouds, e.g., organizations may run applications in
their private cloud during normal operation, but
then tap into a public cloud at peak times or when
unanticipated events bring surges in load. Another
example is cyber-physical systems, as in the Inter-
net of Things, where, e.g., cars will upload data
into a cloud and obtain control information in re-
turn. Cyber-physical systems involve data stream-
ing from multiple sensors and mobile devices, and
must cope with intermittent connectivity and lim-
ited battery life, which pose difficult challenges for
real-time and perhaps mission-critical data manage-
ment in the cloud.

2.5 Roles of Humans in the Data Life
Cycle

Back when data management was an enterprise-
driven activity, it was clear who did what: devel-
opers built databases and database-centric appli-
cations, business analysts queried databases using
(SQL-based) reporting tools, end users generated
data and queried and updated databases, and database
administrators tuned and monitored databases and
their workloads. Today, the world has dramati-
cally changed. A single individual may now play
multiple roles in the data life cycle, and many Big
Data applications involve people in many different
roles. The database research community must ad-
dress this change, managing not just the data, but
the people as well.

There has been a growing recognition of the in-
creasing role of people in the data life cycle, of
course, such as the work done in our community and
elsewhere on crowdsourcing. However, the new need
to “manage the people” is not just about crowd-
sourcing or micro-tasks (i.e., tasks that take a crowd
worker a few minutes to perform). Today’s land-
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scape requires the consideration of people (and hu-
man factors) as they relate to query understanding
and refinement, identifying relevant and trustwor-
thy information sources, defining and incrementally
refining the data processing pipeline, and visualiz-
ing relevant patterns and obtaining query answers,
all in addition to making the various micro-tasks
doable by domain experts and end users. We can
classify people’s roles into four general categories:
producers of data, curators of data, consumers of
data, and community members. Below we discuss
each category and its associated data management
research challenges.

Many people today are data producers, as vir-
tually anyone can generate a torrent of data now
through the sharing of tables, the use of mobile
phones, social platforms and applications (e.g., Face-
book, Twitter), and an increasing collection of wear-
able devices (e.g., Fitbit). One key challenge for
the database community is to develop algorithms
and incentives that guide people to produce and
share the most useful data, while maintaining the
desired level of data privacy. For instance, when
people produce data, how can we help them add
metadata quickly and accurately? As one example,
when a user uploads an image, Facebook automat-
ically identifies faces in the image so that users can
optionally tag them. As another example, there
are tools to automatically suggest tags for a tweet.
What else can we do, and what general principles
and tools can we provide?

More people are becoming data curators. In to-
day’s data-driven world there is less central control
over data. Data is no longer just in databases con-
trolled by a DBA and curated by the IT depart-
ment. Instead, as mentioned earlier, a wide variety
of data is now being generated, and a wide vari-
ety of people are now empowered to curate it. In
particular, crowdsourcing has emerged as a promis-
ing curation solution. Another key challenge, then,
is to obtain high-quality data sets from a process
based on often-imperfect human curators. Two re-
lated challenges are building platforms that allow
people to curate data easily and extending relevant
applications to incorporate such curation. For these
people-centric challenges, data provenance and ex-
planation will be crucial, as will considerations of
privacy and security.

People are data consumers as well. Increasingly,
people want to use messier and messier data in com-
plex ways. This raises many challenges. In the en-
terprise, data consumers have usually been people
who know how to ask SQL queries, via a command-
line interface or a graphical query tool, over a struc-

tured database. Today’s data consumers may not
know how to formulate a query at all – e.g., a jour-
nalist who wants to “find the average temperature
of all cities with population exceeding 100,000 in
Florida” over a structured data set. Our commu-
nity’s challenge is to make it possible for such peo-
ple to get their answers themselves, directly. This
requires new query interfaces, e.g., interfaces based
on multitouch, not just console-based SQL inter-
faces. We need interfaces that combine visualiza-
tion, querying, and navigation. Many data con-
sumers may not know what queries to ask, and the
available data may or may not support their needs.
When the query to ask is not clear, people need
other ways to browse, explore, visualize, and mine
the data. We must build tools and infrastructures
that make the data consumption process easier, in-
cluding the notions of trust, provenance, and expla-
nation, and we must target the diverse user base of
the emerging data-driven world.

People are community members. Numerous com-
munities exist online, with more being created daily.
Members of such communities often want to create,
share, and manage data, and it is becoming increas-
ingly easy for them to do so. In particular, mem-
bers may want to collaboratively build community-
specific knowledge bases, wikis, and tools to process
data. For example, many researchers have created
their own pages on Google Scholar, thereby con-
tributing to this “community” knowledge base. Our
challenge is to build tools to help communities pro-
duce usable data as well as to exploit, share, and
mine it.

3. COMMUNITY CHALLENGES
In addition to research challenges, the meeting

also discussed a host of community issues. These
include database education, research culture, and
data science and scientists. Some of these issues
are new, brought about by Big Data. Other issues,
while not new, are exacerbated by Big Data and
are becoming increasingly important for our com-
munity to address.

One issue that meeting participants discussed was
database education. The way we teach database
technology today is increasingly disconnected from
reality. We still teach the technology of the 1980’s,
when memory was small relative to data sizes, mak-
ing I/O a costly portion of database operation, and
when computation was also quite expensive. Today,
however, the world looks very different. Technologi-
cal advances have turned many previous design con-
straints upside-down. For example, databases can
now be entirely memory resident for some classes
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of applications; new storage technologies eliminate
some of the sequential vs. random I/O issues of
the past; and advances in distributed computing
have brought us self-managing distributed file sys-
tems, scalable parallel data processing techniques,
and new declarative languages. While influenced
by database languages, these new languages relax
some of SQL’s rigidity and are compiled down to
MapReduce jobs on existing execution platforms.

Despite these changes, we still base our teaching
on the architectural blueprint born in the 1970’s and
1980’s. Similarly, our data model and query lan-
guage teachings focus on relations and SQL. There
was a widely shared sense at the meeting that change
in database education is overdue, but no consensus
on what this change should be. Some suggested
that we start with new technologies, e.g., columnar
instead of row-based storage, while others felt that
we should move to teaching top-down and explore
the alternate technologies available at each archi-
tectural decision point, or to start with notions of
data quality and value in the bigger picture of going
from raw data to knowledge. In addition, function-
ality once limited to databases and hidden under
SQL is now appearing in different contexts and be-
coming available in smaller, more specialized sys-
tems (e.g., key-value stores, stream databases), as
well as outside of databases (e.g., the use of hash-
based parallelism and scalable external sorting in
systems like Hadoop). As a result, there was a feel-
ing that we should be teaching the principles, pat-
terns, and algorithms that have come from years
of database research as things whose modern ap-
plicability is much broader than just SQL system
internals. Other questions raised include: how do
we “parcel out” the nice “nuggets” buried in the
relational tradition so they are not continually rein-
vented? What about the role of this material in a
computer science education – should it be “ghet-
toized” in a database class, or be pushed into intro-
ductory curricula alongside recursion, divide-and-
conquer, and object-oriented programming? If we
achieve this, what other material should we substi-
tute in the database class?

Besides database education, there is also a con-
cern regarding our research culture. In recent years
there has been an alarming increase in emphasis on
publication and citation counts instead of research
impact. This discourages large systems projects,
end-to-end tool building, and sharing of large data
sets due to the longer times required and the result-
ing lower publication density. Program committees
(PCs) often value novelty over utility or potential
impact. (Publication pressure has also led to huge

PCs with no face-to-face meetings, reducing indi-
vidual accountability and making it difficult for ju-
nior PC members to learn from more senior ones.)
These problems jeopardize our Big Data agenda.
To pursue this agenda effectively, it is important
that we develop and share large systems, end-to-end
tools, and data sets, to help evaluate and drive our
research, and to have practical impact. The field
should strive to return to a state where fewer publi-
cations per researcher per time unit is the norm, and
where large systems projects, end-to-end tool sets,
and data sharing are more highly valued. However,
there was no consensus on how best to get there
from here – something to grapple with over the in-
coming years.

Another major change is that Big Data has gener-
ated a rapidly growing demand for data scientists:
individuals with skills to transform large volumes
of data into actionable knowledge. Data scientists
need skills not just in data management and large-
scale data processing tools and platforms, but also
in business intelligence, computer systems, mathe-
matics, statistics, machine learning, and optimiza-
tion. They also need an ability to work closely with
domain experts. In response to this need, some uni-
versities are creating data science institutes and de-
gree programs to foster collaboration and assemble
the requisite interdisciplinary knowledge and course
offerings. The database research community has
much to offer such efforts, and we should actively do
so. Data science is a cross-disciplinary movement,
so participation will require collaborations with do-
main specialists. Big Data presents computer sci-
ence with an opportunity to influence the curricula
of chemistry, earth sciences, sociology, physics, bi-
ology, and many other fields. The small computer
science parts in those curricula could be grown and
re-adjusted in their focus to give data management
and data science a more prominent role.

4. GOING FORWARD
This is an extremely exciting time for database

research. In the past we have been guided by, but
also restricted by, the rigors of the enterprise, its
relational data, and our relational database system
architectures. The rise of Big Data and the vision of
a data-driven world raise many exciting opportuni-
ties and pose many new challenges for the database
research community. Being the community that has
traditionally dealt with all things related to data,
there is a golden opportunity for us to play a central
role in this emerging world. There is an abundance
of research opportunities related to handling the
many challenges of Big Data; of data diversity; of
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new hardware, software, and cloud-based platforms;
of addressing the data life cycle, from the creation
of data to analysis and sharing; and of facing the
diversity, roles, and number of people related to all
aspects of data. It is also time to rethink our ap-
proach to education, our degree of involvement with
the consumers of our work, and our value system
and its impact on what (and how) we disseminate
and how we fund our research.
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ABSTRACT 

As databases head towards data streams, discovering 

knowledge from the data poses challenges. The need to 

process and mine data is affected by the big data wave, 

advances in Web technology and other factors. The 

advent of the cloud with related technologies provides 

further momentum to enhance knowledge discovery. 

Data mining is also of interest to research communities 

outside computer science as there is a need to harvest 

data from various domains incorporating domain-

specific factors. These and other issues motivate PhD 

students to pursue core and applied research in data 

mining along with stream data management, big data, 

cloud computing, Web knowledge discovery, domain-

specific techniques and more. A PhD forum on data 

mining provides an excellent platform for doctoral 

students to present imminent research and get valuable 

feedback from experts. In addition it gives them the 

opportunity to disseminate the results of their work 

among fellow researchers, and publish their novel 

contributions at an early stage. IEEE ICDM hosts such 

a PhD forum for doctoral students with a data mining 

focus. This article describes the content of the work 

presented at the ICDM 2013 PhD forum. It also gives a 

brief overview of the organization of this forum. The 

article thus provides a panorama of recent doctoral 

student work in data mining that would be of interest to 

researchers in database management and related areas. 

 

1. INTRODUCTION 
The IEEE International Conference on Data Mining 

(ICDM) hosted its third PhD forum on December 7, 

2013. This was after two PhD forums in 2011 

[http://webdocs.cs.ualberta.ca/~icdm2011/phd-

forum.php], and again the following year in 2012 

[http://icdm2012.ua.ac.be/content/phd-forum]. The 

ICDM 2013 PhD forum [1] was held in conjunction 

with the main ICDM conference at Dallas, Texas from 

December 7 to 10, 2013. The PhD forum was co-

chaired by Dr. Aristides Gionis, Associate Professor in 

the Department of Information and Computer Science 

at Aalto University, Finland, and Dr. Aparna Varde, 

Associate Professor in the Department of Computer 

Science at Montclair State University, USA. Dr. 

Nikolaj Tatti, a Post-Doctoral Researcher in Computer 

Science at Aalto University, Finland, served as a 

session chair in the forum.  

The keynote talk was given by Dr. Jilles Vreeken from 

Max Planck Institute for Informatics, Saarbrucken, 

Germany. Dr. Vreeken is a Senior Researcher in their 

Databases and Information Systems Group and an 

Independent Research Group Leader of their 

Exploratory Data Analysis Group. His talk titled 

“Don’t Panic: The Grad Student’s guide to a PhD in 

Data Mining” [1] served as a motivating and humorous 

account of the road ahead for an early PhD student. He 

provided statistical data on the usefulness of a PhD, 

compared it with other advanced degrees and 

emphasized the milestones and challenges along the 

PhD path, with helpful career advice. He also stressed 

the importance of choosing the right advisor, research 

areas and core dissertation focus. This involved 

keeping in mind the students’ passion for research as 

well as the job market in order to tap the practical 

angle.    

This PhD forum attracted around 25 research paper 

submissions from various parts of the world. Among 

these, five submissions were selected as full papers and 

four as short papers. All papers were provided with 

oral and poster presentations, the full papers with a 

time slot of 20 minutes and short papers with 10 

minutes followed by an interactive question-answer 

session for each paper. During this, useful feedback 

was offered by the audience comprising established 

research professionals and other PhD students. The PC 

members comprised a team of experts in data mining 

from academia and industry. There were 19 PC 

members from 10 countries across the globe.  

A highlight of this forum was that despite unexpected 

weather conditions termed as a statistical outlier in 

Dallas during December, 100% of the speakers 
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attended and presented their work. This was a sheer 

example of the inspiration that the PhD forum provided 

to the doctoral students at the IEEE conference ICDM. 

The work of the students presented at this forum 

spanned various areas including stream data mining, 

knowledge discovery from big data and domain-

specific issues. The papers focused on topics such as 

MapReduce for classification, anomaly detection, data 

stream clustering, mining health records, financial news 

quantification, local distance metrics, discrete pattern 

mining, dynamically evolving concepts and time-

sensitive route-planning.  

The themes of stream data mining and domain-specific 

data mining seemed to be prevalent among many of the 

presentations. This indicated the enthusiasm among 

current PhD students to explore streaming data in 

addition to the traditional databases addressing 

challenges such as infinite length, scalability, feature 

evolution and concept drift in continuous data streams. 

The fact that domain-specific data mining formed the 

theme of several papers indicated that data mining 

research has spread across multiple disciplines and that 

applied research in data mining has acquired 

significance in addition to core research. The theme of 

big data also seemed to be noticed among some papers. 

This implied that knowledge discovery from data of the 

order of terabytes and more in conjunction with 

classical data mining techniques has gained importance 

among data mining researchers.   

Based on the papers presented at the PhD Forum, the 

rest of this article is organized as follows. We outline a 

survey of the papers from the forum in Section 2. This 

is placed in the categories of core research and applied 

research in data mining respectively based on the 

primary contributions of the papers. Section 3 presents 

a discussion including a list of open issues that provide 

the scope for further research in data mining and 

related areas. Section 4 gives the conclusions along 

with the motivation to organize more such events. The 

acknowledgments and references appear thereafter. 

 

2. SURVEY OF PAPERS 
We divide the papers into two categories, namely, 

“Core Research” and “Applied Research”, respectively, 

based on their major impact. The Core Research papers 

are those that have their primary focus on contributing 

to data mining techniques. The papers in the Applied 

Research area are the ones that propose novel 

adaptations of data mining addressing the challenges 

therein leading to significant contributions.  

 

2.1 Core Research in Data Mining 
Anomaly Detection with Clustering: The issue of 

detecting anomalies is an important aspect of computer 

security and was addressed in the paper by Mustafa et 

al. The authors proposed learning techniques in the 

area of clustering for host-based anomaly detection [1]. 

In one technique CMN (clustering with Markov 

network), they clustered benign or secure data in the 

training phase and from each cluster, built an 

individual Markov network for modeling benign 

behavior. In the testing phase each Markov network 

found the probability of every testing instance. If this 

probability as calculated from many Markov networks 

was low, the concerned point was classified as 

malicious or insecure. Other techniques proposed were 

CMN-OS (clustering with Markov networks with 

outlying subspace) and CLP (Clustered Label 

Propagation). In their experimental evaluation they 

proved that these approaches were not very sensitive to 

noise and outperformed other state-of-the-art methods 

for anomaly detection.  

Multi Density Clustering for Streams: Another paper 

that dealt with clustering was on MuDi-Stream by 

Amini et al. [1], a multi density-based clustering 

algorithm to handle streaming data with noise. Streams 

are continuous and need to be processed with limited 

time and memory. Also, data of varying densities needs 

to be clustered. Both these needs were addressed in the 

proposed algorithm MuDi-Stream which performed 

clustering in online and offline phases. The online 

phase developed core-mini-clusters with a new 

proposed core distance based on number of data points 

around the core. The offline phase conducted clustering 

on the core-mini-clusters with a density-based method. 

Since the algorithm had different core distances for 

different clusters, it covered some multi-density 

environments.  

MapReduce for Stream Classification: The work by 

Haque and Khan [1] further delved into the issue of 

stream data mining. The infinite length and evolving 

nature of data streams poses challenges in mining. 

These challenges were addressed in this paper by a 

multi-tiered ensemble-based method. Several 

AdaBoost ensembles were built for each numeric 

feature upon receiving each chunk of the data stream. 

This was expected to cause scalability problems for 

huge data chunks and/or too many numeric attributes. 

Thus, the authors exploited the parallelism of 

MapReduce in order to propose two approaches to 

build ensembles such that they enhanced scalability, 

yet also maintained accuracy. Experiments on 

benchmark datasets indicated that these approaches 

were indeed efficient, scalable and accurate.  
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Tracking Evolving Data Streams: The mining of data 

streams is affected by factors such as feature evolution, 

concept drift and novel class emergence. This requires 

rapid labeling and tracking of such dynamically 

evolving streams, which was addressed in the paper by 

Parker and Khan [1]. Feature evolution consists of 

features getting added, removed or altered in ranges. 

Concept drift implies that the concepts defining class 

labels can change over the span of the data. Previously 

unknown classes can also appear in the data stream 

which is called novel class emergence. The authors 

developed approaches for tracking and labeling these 

streams while adhering to the required constraints of 

the continuous data. They developed an adaptive 

supervised ensemble to predict instance labels and a 

stream clustering approach to monitor new 

characteristics defining the concepts and new classes 

that emerge accordingly. Thus, new classes with 

unknown labels were not treated as noise but instead 

appropriately labeled. They tested the accuracy and 

efficiency of their data stream mining approaches by 

comparison with baseline methods on benchmark data 

streams.   

Discrete Pattern Mining with Matrices: Jiang and 

Health [1] considered binary matrix factorization 

where the goal was to approximate a binary matrix as a 

product of two binary matrices. They argued that a 

natural approach to force the product to be binary was 

to force one of the matrices have only one per column. 

They claimed that this made the problem equivalent to 

clustering and adopted the standard Lloyd's algorithm 

for discovering such matrices. They tested their method 

on synthetic and image datasets, and also used the 

approximate matrices for mining patterns. 

 

2.2 Applied Research in Data Mining 
Discriminative Metric for Applications: Mu and 

Ding [1] considered learning a local discriminative 

distance metric for real-world applications. More 

specifically, they focused on discovering Mahalanobis 

distance that simultaneously minimized distances of 

neighboring points belonging to the same class while 

maximizing the distances of neighboring points 

belonging to a different class. Using these local 

distances, the authors constructed a kNN-style 

classifier and applied it to crater prediction from 

images, crime prediction, and accelerometer data. 

Financial News Quantification: Minev [1] presented 

his ongoing work on the topic of quantifying financial 

news. The author considered announcements from 

Federal Reserve from which he extracted features using 

Natural Language Processing techniques. Once these 

features were extracted, the goal was to predict the 

movement of S&P500, a major stock index, within a 

day of the published announcement. 

Time-sensitive Route Planning: Hsieh et al. [1] 

proposed a framework for recommending tourist 

routes.  In their approach they constructed a score of a 

route by taking into account the popularity of the place, 

the most popular visit time, and transition times 

between the locations. Given a query, a starting point, 

the authors proposed a heuristic algorithm, and 

conducted experiments with several baseline 

algorithms. The authors also conducted a user study 

and assessed the users’ satisfaction for the proposed 

routes. 

EHR Mining: Lo et al. [1] studied how measuring 

adverse drug reactions can be discovered in electronic 

health records (EHR). A standard way of detecting 

such drug reactions was through a spontaneous 

reporting system. While discovering correlations 

between drug and symptoms was straightforward in this 

system as the symptom and the drug is reported in the 

same report, it was less trivial when electronic health 

records were used since the data was collected over a 

period of time. The authors designed a method for 

discovering such correlations and tested their method 

on a synthetic electronic health records dataset where 

they obtained effective results. 

 

3. DISCUSSION 
The PhD Forum in ICDM 2013 was organized for the 

third time and was a highly successful event after two 

similar events in 2011 and 2012 respectively. It 

involved presentations from PhD students on a range of 

topics in data mining and related areas. These included 

core research in areas such as learning techniques, big 

data mining and knowledge discovery algorithms as 

well as applied research on various topics such as 

electronic health records, route planning, financial 

news and other real world applications.  

Some of the problems discussed at the forum presented 

the scope for further research in areas such as stream 

data mining and domain-specific problems. A few 

potential areas for future work were gathered from the 

presentation of the papers and the question-answer 

sessions that occurred thereafter. These are listed 

herewith as follows: 

• Scientific data mining taking into account 

sensitive information with aspects such as 

security 

• Discovery of knowledge from sensitive data 

by cloud mining approaches 
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• Enhancement of stream data mining by 

integration of clustering and classification 

• Advances in big data management and mining 

with respect to streaming data 

• Techniques to address privacy issues in 

mining electronic health records 

• Adaptation of route planning and other 

location-specific approaches to mobile 

devices  

• Multilingual processing in knowledge 

discovery for applications such as financial 

news  

These and other related topics could lead to more 

interesting findings in data mining research. 

 

4. CONCLUSIONS 
This article provides a panorama of the research by 

upcoming doctoral students in data mining. It would be 

of interest to students and professionals in data mining, 

databases and related areas. More details of this 

imminent doctoral research can be found in the 

respective papers in the proceedings of the ICDM 2013 

PhD Forum.  

We hope that some of the open research issues 

emerging from the papers herewith lead to further 

research via the PhD students’ dissertation sub-

problems. This would also promote more interactions 

among data mining researchers through future work in 

the concerned areas.  

We aspire that the PhD Forum remains an annual event 

at ICDM and is even more successful in the 

forthcoming years. This would further serve as the 

motivation to continue organizing events of this nature 

in various existing and upcoming data mining and 

database conferences. 
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