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Editor’s Notes

Welcome to the June 2020 issue of the ACM SIGMOD Record!

This issue starts with two articles in the Database Principles column. The first article, by Barcel6,
Kostylev, Monet, Pérez, Reutter, and Silva, surveys recent results concerning architectures of graph
neural networks (GNNs) in terms of their ability to classify nodes over graphs. GNNs have recently
been proven to be very efficient in many applications, but their theoretical properties are not yet
well understood. The work described in the article contributes to better understanding of GNNs, in
particular of their power to express node classifiers in graphs. The formal results outlined in the
article connect the expressive power of GNNs to unary logical formulas, thus bridging the gap be-
tween structure-aware machine-learning architectures, on the one hand, and classic database-
query formalisms, on the other hand. The authors also report on experimental corroborations of
their results, with the code available online, and discuss open problems and future work in the area.

The second article in the Database Principles column, by Schwentick, Vortmeier, and Zeume, focus-
es on the problem of dynamic query maintenance, that is of whether query answers can be main-
tained in response to changes in the database data, by using first-order update rules and potentially
auxiliary data. The authors study the problem from the perspective of dynamic complexity theory,
and present results centering on the reachability (transitive-closure) query in graphs. The exposi-
tion starts from the simplest case and then progresses in a clear sequence of steps each building on
previous steps. The article outlines useful techniques, as well as positive and impossibility results,
and also discusses implications for regular-path and other types of queries. The authors propose
guidelines for determining whether a given query can be dynamically maintained using first-order
update rules. The article also presents open problems and provides a discussion of related and fur-
ther work.

The Vision column presents an article by Amer-Yahia and colleagues on ways to make Al machines
work in Future of Work (FoW) scenarios. Al systems are increasingly used for the benefit of hu-
mans, and this article focuses specifically on using Al systems to enable human work in both physi-
cal and virtual workplaces. Bringing humans to the frontier of FoW would contribute to increasing
their trust in Al systems. In the process, human perception could shift to using such systems as a
source of self-improvement and better work performance, thus positively shaping national and
societal outputs. To make this happen, FoW platforms need to be redesigned, and human workers
should be encouraged to take on more supervisory roles, which would allow them to provide cor-
rective feedback to Al systems. The article outlines intellectual challenges that need to be addressed
to achieve this vision, including the imperative to capture human capabilities, as well as declarative
specification of job-related and workforce-related requirements. The authors also map the intellec-
tual challenges to data-management areas, and use this perspective to review related work.

The Surveys column features an article by Jandre, Diirr, and Braganholo that studies the types of
provenance solutions that are available in software tools designed to enable collaborative in-silico
research. Collaboration is essential in science, and the emergence of accessible computers and
computer networks over the past decades has allowed long-distance collaboration. In fact, it has
also increased the number of scientific experiments conducted in silico. The various data and
metadata that are collected about objects and activities encountered during in-silico experiments
logically belong in provenance databases. The article formulates two main provenance-related chal-
lenges in collaborative in-silico experiments and the two corresponding research questions, and
provides a taxonomy for, as well as an extended comparison of, state-of-the-art approaches and
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provenance-aware models that are available for conducting such experiments. The authors provide
literature-based answers to the two research questions, and discuss further challenges and oppor-
tunities based on the gaps identified in the survey. The findings presented in the article generate
insights that may be useful for researchers interested in the area.

The Distinguished Profiles column features Susan Davidson, professor at the University of Pennsyl-
vania. Sue is an ACM Fellow, a Corresponding Fellow of the Royal Society of Edinburgh, and the
recipient of the 2017 IEEE Technical Committee on Data Engineering Impact Award. Her Ph.D. is
from Princeton University. In this interview, Sue talks about her research on data provenance and
its connections to the problems of data citation and of fake news. She shares how she got interested
in bioinformatics and computing, and outlines ideas for doing research that helps domain science or
industry. Sue also provides insights on a range of other topics, including what CRA accomplish-
ments she is most proud of, as well as strategies for engaging more women in computer science,
including promotion of undergraduate research and sense of community. She talks about balancing
work and family, discusses what she would do if she magically had extra time, and gives advice for
fledgling and mid-career database researchers.

This issue features a report by Kondylakis, Stefanidis, Rao, and Parry on the outcomes of the Second
International Workshop on Semantic Web Meets Health Data Management (SWH 2019). The work-
shop took place in Auckland, New Zealand in conjunction with the 18t International Semantic Web
Conference (ISWC 2019). The SWH workshop aimed to bring together an interdisciplinary audi-
ence, to discuss challenges in healthcare data management and to propose novel and practical solu-
tions for next-generation data-driven healthcare systems. The article summarizes the outcomes of
the workshop and outlines key observations and emerging research directions.

The issue closes with a SIGMOD Executive Committee statement on racism, and a second-round call
for SIGMOD 2021 research papers.

On behalf of the SIGMOD Record Editorial board, I hope that you enjoy reading the June 2020 issue
of the SIGMOD Record!

Your submissions to the SIGMOD Record are welcome via the submission site:
https://mc.manuscriptcentral.com/sigmodrecord

Prior to submission, please read the Editorial Policy on the SIGMOD Record’s website:
https://sigmodrecord.org/sigmod-record-editorial-policy/

Rada Chirkova

June 2020
Past SIGMOD Record Editors:
Yanlei Diao (2014-2019) Ioana Manolescu (2009-2013) Alexandros Labrinidis (2007-2009)
Mario Nascimento (2005-2007)  Ling Liu (2000-2004) Michael Franklin (1996-2000)
Jennifer Widom (1995-1996) Arie Segev (1989-1995) Margaret H. Dunham (1986-1988)
Jon D. Clark (1984-1985) Thomas J. Cook (1981-1983) Douglas S. Kerr (1976-1978)
Randall Rustin (1974-1975) Daniel O’Connell (1971-1973) Harrison R. Morse (1969)
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The Expressive Power of
Graph Neural Networks as a Query Language
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Pablo Barcelé
IMC, PUC & IMFD Chile
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ABSTRACT

In this paper we survey our recent results characteriz-
ing various graph neural network (GNN) architectures
in terms of their ability to classify nodes over graphs, for
classifiers based on unary logical formulas— or queries.
We focus on the language FOC,, a well-studied frag-
ment of FO. This choice is motivated by the fact that
FOC, is related to the Weisfeiler-Lehman (WL) test for
checking graph isomorphism, which has the same abil-
ity as GNNs for distinguishing nodes on graphs. We un-
veil the exact relationship between FOC: and
GNNs in terms of node classification. To tackle this
problem, we start by studying a popular basic class of
GNNs, which we call AC-GNNs, in which the features
of each node in a graph are updated, in successive layers,
according only to the features of its neighbors. We prove
that the unary FOC, formulas that can be captured by an
AC-GNN are exactly those that can be expressed in its
guarded fragment, which in turn corresponds to graded
modal logic. This result implies in particular that AC-
GNNSs are too weak to capture all FOC, formulas. We
then seek for what needs to be added to AC-GNNs for
capturing all FOCy. We show that it suffices to add
readouts layers, which allow updating the node features
not only in terms of its neighbors, but also in terms of
a global attribute vector. We call GNNs with readouts
ACR-GNNs. We also describe experiments that validate
our findings by showing that, on synthetic data conform-
ing to FOC5 but not to graded modal logic, AC-GNN5s
struggle to fit in while ACR-GNNSs can generalise even
to graphs of sizes not seen during training.

*Institute for Mathematical and Computational Engi-
neering, School of Engineering, Faculty of Mathematics,
Pontificia Universidad Catolica de Chile.

Department of Computer Science, University of Chile.

J:Department of Computer Science, School of Engineer-
ing, Pontificia Universidad Catolica de Chile.
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1. INTRODUCTION

Graph neural networks (GNNs), which were in-
troduced about a decade ago [21, 29], are a class of
artificial neural network architectures that has re-
cently become popular for a wide range of applica-
tions dealing with structured data, such as molecule
classification, knowledge graph completion, and
Web page ranking [6, 13, 17, 30]. The main idea
behind GNNs is that the connections between neu-
rons are not arbitrary but reflect the structure of the
input data, which is given as a graph. Specifically,
each node in the graph is associated a neuron, and
the forward propagation of the neuron’s data de-
pends on the connections—or neighbors—of this neu-
ron in the graph. This approach is motivated by
convolutional and recurrent neural networks, and
actually generalizes both of them [6].

Despite the fact that GNNs have recently been
proven very efficient in many applications, their the-
oretical properties are not yet well-understood. We
focus on the ezpressive power of GNNs, and concen-
trate on the ability of GNNs to express node classi-
fiers, that is, functions assigning 1 (true) or 0 (false)
to every node in a graph. More precisely, let us as-
sume we have a GNN whose last layer behaves like
a classifier: for every node v of the graph the last
layer simply outputs a number 0 or 1. We say that
this GNN can express a particular node classifier f,
if for every graph G we have that the computa-
tion of the GNN assigns to every node v in G the
value f(v). This leads us to the following question:

What type of node classifiers can be ex-
pressed as GNNs?

In the context of databases, one can see a graph
as a graph database [27, 5], and a classifier f as a

query language: On input graph (database) G, the
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query would return all the nodes in G that are clas-
sified as true by f. Thus, answering the question
above implies understanding what type of queries
can be expressed by GNNs.

Our first observation draws from an interesting
result published independently by Morris et al. [23]
and Xu et al. [34] that establishes a connection
between GNNs and the Weisfeiler-Lehman (WL)
test for checking graph isomorphism. The WL test
works by constructing a labeling of the nodes of the
graph, in an incremental fashion, and then decides
whether two graphs are isomorphic by comparing
the labeling of each graph. To state the connection
between GNNs and this test, consider the popu-
lar GNN architecture that updates the feature vec-
tor of each graph node by combining it with the
(aggregation of) the feature vectors of its neigh-
bors. We call such GNNs aggregate-combine GNNs,
or AC-GNNs. The authors of these papers indepen-
dently observe that the node labeling produced by
the WL test always refines the labeling produced by
any GNN. More precisely, if two nodes are labeled
the same by the algorithm underlying the WL test,
then the feature vectors of these nodes produced by
any AC-GNN will always be the same. Moreover,
there are AC-GNNs that can reproduce the WL la-
beling, and hence AC-GNNs can be as powerful as
the WL test for distinguishing nodes.

In terms of queries, these connections give us a
sort. of upper bound: we see that AC-GNNs can
only express queries that agree with the WL test,
in the sense that all nodes assigned the same WL la-
bel are either all part of the answer, or none of them
is. However, this gives us little in terms of under-
standing the actual queries that can be expressed
by GNNs.

To pursue further in this topic, we concentrate
on queries expressible in first-order logic. For AC-
GNNs, a meaningful starting point to measure their
expressive power is the logic FOCs, the two-variable
fragment of FO extended with counting quantifiers
of the form 32Nz ¢(z), which state that there are at
least N nodes satisfying formula ¢ [7].! This choice
of FOC; is justified by a classical result establish-
ing a tight connection between FOCs and WL: two
nodes in a graph are classified the same by the WL
test if and only if they satisfy exactly the same
unary FOC, formulas [7].

Given the connection between AC-GNNs and WL
on the one hand, and that between WL and FOCsy
on the other hand, it is natural to think that the ex-

!Note that every formula in FOC3 can also be expressed
in FO, albeit with more than just two variables.
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pressivity of AC-GNNs coincides with that of FOCsy,
at least in terms of classifiers or unary queries. Sur-
prisingly, this is not the case; indeed, we will see
that there are many FOCs unary formulas that can-
not be expressed by AC-GNNs. This leaves us with
the following natural questions. First, what is the
largest fragment of FOCs that can be captured by
AC-GNNs? Second, is there an extension of AC-
GNNs that allows to express all FOCy (unary) for-
mulas? In this paper we provide answers to these
two questions. The following are the main results
outlined in this paper.

First, we characterize exactly the fragment
of FOCs that can be expressed as AC-GNNs. This
fragment corresponds to graded modal logic [9], or,
equivalently, to the description logic ALCQ, which
has received considerable attention in the knowl-
edge representation community [2, 3]. What is more,
we show that formulas of this kind can be expressed
in terms of a particularly simple class of GNNs,
which we call homogeneous AC-GNNs. We present
these results in Section 4.

Second, we extend the AC-GNN architecture in
a simple way by allowing global readouts, where in
each layer we also compute a feature vector for the
whole graph and combine it with local aggregations;
we call these aggregate-combine-readout GNNs, or
ACR-GNNs. These networks are a special case of
the networks proposed by Battaglia et al. [6] for
relational reasoning over graph representations. In
this setting, we prove that each FOC, formula can
be captured by an ACR-GNN. In this setting, we
also prove that each FOCy formula can be captured
by an ACR-GNN using a single readout. These re-
sults are presented in Section 5.

Finally, we experimentally validate our findings
in Section 6, where we show that the theoretical
expressiveness of ACR-GNNs, as well as the differ-
ences between AC-GNNs and ACR-GNNs, can be
observed when we learn from examples. In particu-
lar, we show that on synthetic graph data conform-
ing to FOCsy formulas, AC-GNNs struggle to fit the
training data while ACR-GNNs can generalize even
to graphs of sizes not seen during training.

Remark. This paper summarizes recent results pub-
lished by the same authors in a machine learning
conference paper [4]; however, the presentation is
adapted to a reader in the database community.

2. PRELIMINARIES

In this section we describe the architecture of ba-
sic GNN classifiers, AC-GNNs, and introduce other
related notions. We consider the problem of Boolean



node classification in graphs, where we wish to clas-
sify each graph node as true or false on the base
of the structure of its neighborhood. We concen-
trate on undirected graphs without self-loops and
multiedges and where each node is assigned with a
unique color from a finite set; however, our results
can be generalised to directed edge-colored multi-
graphs with loops in a straightforward way.

Graph neural networks. The basic architecture for
GNNs, and the one studied in recent articles on
GNN expressibility [23, 34], consists of a sequence
of layers that combine the feature vectors of ev-
ery node with the multiset of feature vectors of its
neighbors, as formalized in the following definition.

DEFINITION 2.1.  An aggregate-combine GNN
(AC-GNN) A with L > 1 layers is specified by two
sets of functions, {AGGWYL | and {COMW}E
called aggregation and combination functions, re-
spectively, and a classification function CLS. FEach
aggregation function AGGW takes a multiset of (ra-
tional) vectors and returns one such vector, each
combination function COM®Y takes a pair or vec-
tors and returns one vector, and the classification
function CLS takes a vector and returns a Boolean
value, true or false (the vector dimensions of these

functions are assumed to match the semantics of the
GNN as defined next).

An AC-GNN A takes a graph G as input and
computes feature vectors a:v(f), for each node v of G
and each layer 4 = 1,..., L, via the recursive for-
mula

o) =

com® <w£f—1>,AGG(“({{w$f‘” |ue Nc(v)}}))

where Ng(v) is the neighborhood of v in G and

(0)

the initial vector @, is the one-hot encoding of

the color of v in G (i.e., the dimension of a:E,O) is

the number of possible colors and CCS,O) has the k-
th component 1 if its color has number k£ and 0
otherwise). Finally, each node v of G is classified as

true or false according to CLS applied to ac,()L). We
define A(G,v) := CLS(:cg)L)), for each node v in G.

Aggregation, combination, classification functions.
Many possible aggregation, combination, and clas-
sification functions exist, which produce different
classes of GNNs [14, 17, 23, 34]. A simple, yet com-
mon choice is to consider the sum of feature vectors
as the aggregation function, the sign of one of the

8

elements in mg,L) as the classification function, and

the combination function
COMD (z1,25) = f(2:CD + 22 AD + b)), (1)

where @, and z» are row vectors, C¥ and A®
are matrices of parameters (of appropriate dimen-
sions), b(") is a bias row vector of parameters, and f
is a non-linear function, such as (truncated) ReLU
or sigmoid [22]. We call simple an AC-GNN us-
ing these functions. Note that the parameters in
C@, AD and b are usually found during the
training of the GNN (e.g., using standard ML tech-
niques [22]). We say that an AC-GNN is homo-
geneous if all AGG® are the same and all COM()
are the same (i.e., share the same parameters across
layers). In most of our positive results we construct
simple and homogeneous GNNs, while our negative
results hold in general, i.e., for GNNs with arbitrary
aggregation, combination, and classification func-
tions and that are not necessarily homogeneous.

We note that besides node classification, which
we consider in this paper, one can use GNNs to clas-
sify whole graphs. This can be done, for example,
by considering that the classification function CLS
inputs the multiset {{wE,L)}} of feature vectors over
all nodes v in the graph and outputs a classification
of the whole graph. In this case the classification
function is often called readout [23, 34]. In this pa-
per, however, we use the term “readout” to refer to
functions applied globally on intermediate layers of
ACR-GNNs (i.e., GNNs that are more expressive
than AC-GNNs, see Section 5).

Weisfeiler-Lehman. The Weisfeiler-Lehman (WL)
test (also called node coloring) is a powerful heuris-
tic used to solve the graph isomorphism problem [7,
32], or, for our purposes, to determine whether the
neighborhoods of two nodes in a graph are struc-
turally close. Formally, the L-round WL algorithm
takes as input a (node-colored) graph G and iter-
atively assigns, for L rounds, a new color to every
node in the graph in such a way that the color of
a node assigned in round ¢ is uniquely and unam-
biguously defined by (i.e., has a one-to-one corre-
spondence with) its own color in round ¢ — 1 and
with the multiset of colors of its neighbors in G in
round i— 1. The result of the algorithm is the color-
ing of the nodes after round L; then, the multisets of
the resulting colors in two graphs can be compared
for testing their (non-)isomorphism |7, 32]. An im-
portant observation is that the rounds of the WL
algorithm can be seen as the layers of an AC-GNN
whose aggregation and combination functions are
all injective [23, 34]. Furthermore, as independently

SIGMOD Record, June 2020 (Vol. 49, No. 2)



shown by Morris et al. [23] and Xu et al. [34], an
AC-GNN classification can never contradict the WL
test, in the following sense.

ProrosiTiON 2.2. If the L-round WL algorithm
assigns the same color to two nodes in a graph, then
every AC-GNN with L-layers classifies both nodes
the same (i.e., either both as true or both as false).

3. GNNS AND LOGIC

Our study relates the expressive power of GNNs
to that of classifiers formalized as unary formulas
in first order logic with equality (FO) and some of
its fragments. It is well-known that FO logic un-
derlies many standard database query languages,
such as SQL, and thus our work bridges the gap
between structure-aware machine learning architec-
tures on the one side and classic declarative query
formalisms on the other side.

Since we concentrate on undirected node-colored
graphs, we consider the signature consisting of a
single binary predicate Edge and unary predicates
corresponding to the possible node colors, as well as
assume that all the logical structures encode such
graphs (in particular, the interpretation of Edge is
always symmetric). As formalized in the following
definition, we say that a GNN classifier (i.e., an AC-
GNN or a GNN of more expressive architecture as
described later) captures a logical classifier when
both classifiers agree on every node in every graph.

DEFINITION 3.1. A GNN classifier A captures a

logical formula o(x) if for every graph G and node v
in G, it holds that A(G,v) = true if and only

if (G,v) E .
3.1 Logic FOC, and the WL test

As we have outlined in the introduction, we focus
on formulas in FOC;, the fragment of FO logic that
only allows formulas with two variables, but in turn
permits the use of counting quantifiers [7]. Such
quantifiers have the form 32V for a positive inte-
ger N, and a formula 32"z ¢(z) holds if there are
at least N different nodes for which ¢ holds. For
example, in FOCy we can express a formula that
checks whether x is a red node, and there is an-
other node that is not connected to x and that has
at least two blue neighbors:

~(z) = Red(z) A
Jy(~Edge(z, y)A3=?x [ Edge(y, z)ABlue(z) |).

Despite that FOCs is not a syntactic fragment
of FO logic due to the counting quantifiers, it is
a semantic fragment, because these quantifiers can
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be expressed via usual existential quantifiers and
disequalities. For example, the formula v(x) above
can be written in FO as

B(x) := Red(z) A
Jy(—~Edge(x, y) AFz1322 [ Edge(y, 21) AEdge(y, 22) A
21 # 22 A Blue(z1) A Blue(z2) |).

Note, however, that this rewriting is possible only
by means of increasing the number of used vari-
ables, and it is easy to see that this formula can-
not be expressed in FOs, the fragment of FO that
allows only two variables (and no counting quan-
tifiers). On the other hand, FO is strictly more
expressive than FOCsy; this is witnessed, for exam-
ple, by a formula checking whether a graph has a
triangle as a subgraph.

The following result, which is due to Cai et al. [7],
establishes a classical connection between FOC5 and
the WL test. Together with Proposition 2.2, it pro-
vides a justification for our choice of the logic FOCq
for measuring the expressiveness of AC-GNNs.

PROPOSITION 3.2. For every graph G and
nodes u,v in G, we have that u and v agree on
every FOCy unary formula if and only if the WL
algorithm colors v and u the same after arbitrary
many rounds.

3.2 FOC, and AC-GNN classifiers

Having Propositions 2.2 and 3.2 at hand, one may
be tempted to combine them and claim that ev-
ery FOC, formula can be captured by an AC-GNN.
Yet this is not the case, as we show in Proposi-
tion 3.3 below. In fact, while it is true that two
nodes are indistinguishable by the WL test if and
only if they are indistinguishable by FOC,
(Proposition 3.2), and if the former holds then such
nodes cannot be distinguished by AC-GNNs (Propo-
sition 2.2), this by no means tells us that every FOCy
formula can be captured by an AC-GNN.

ProPOSITION 3.3. There are FOCsy formulas that
are not captured by any AC-GNN. In fact, this holds
even for FO formulas using only two variables and
no counting quantifiers.

PRrROOF. Consider the formula a(v) := Red(v) A
Jz Green(z). We will show by contradiction that
there is no AC-GNN that captures «, no matter
which aggregation, combination, and final classifica-
tion functions are allowed. Indeed, assume that A is
an AC-GNN capturing «, and let L be its number of
layers. Consider the graph G that is a chain of L+ 2
nodes colored Red, and consider the first node vg in
that chain. Since A captures «, and since (G, vg)
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«, we have that A labels vy with false, that is,
A(G,vg) = false. Now, consider the graph G’ ob-
tained from G by coloring the last node in the chain
with Green (instead of Red). Then one can easily
show that A again labels vg by false in G'. But we
have (G’,vp) = a, a contradiction. O

The above proof relies on the following weakness
of AC-GNNs: if the number of layers is fixed (i.e.,
does not depend on the input graph), then the in-
formation of the color of a node v cannot travel
further than at distance L from v. Nevertheless, we
can show that the same holds even when we con-
sider AC-GNNs that dispose of an arbitrary num-
ber of layers (for instance, one may want to run a
homogeneous AC-GNN for f(|E|) layers for each
graph G = (V, E), for a fixed function f). As-
sume again by way of contradiction that A is such
an extended AC-GNN capturing «. Consider the
graph G consisting of two disconnected nodes v, u,
with v colored Red and y colored Green. Then,
since (G,v) = «, we have A(G,v) = true. Now
consider the graph G’ obtained from G by chang-
ing the color of w from Green to Red. Observe
that, since the two nodes are not connected, we
will again have A(G’,v) = true, contradicting the
fact that (G',v) £ « and that A is supposed to
capture a.

From these proofs we get two pieces of intuition.
One problem is that an AC-GNN has only a fixed
number L of layers and hence the information of lo-
cal aggregations cannot travel further than at dis-
tance L of every node along edges in the graph. But
there are times when no number of layer suffices,
simply because two nodes may be disconnected in
the graph. This negative result opens up the fol-
lowing questions.

1. What kind of FOC; formulas can be captured
by AC-GNNs?

2. Can we capture FOC; classifiers with GNNs
using a simple extension of AC-GNNs?

We answer these questions in the next two sections.

4. EXPRESSIVE POWER OF AC-GNNS

Towards answering our first question, we recall
that the problem with AC-GNN classifiers is that
they are local, in the sense that they cannot see
across a distance beyond their number of layers.
Thus, if we want to understand which queries this
architecture is capable of expressing, we must con-
sider logics built with similar limitations in mind.

And indeed, in this section we show that AC-GNNs
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capture any FOC; formula as long as they satisfy
such a locality property. This happens to be a
well-known restriction of FOC, that corresponds to
graded modal logic [9] or, equivalently, to the de-
scription logic ALCQ [2], which is fundamental for
knowledge representation: for instance, the OWL 2
Web Ontology Language [24, 31] relies on ALCQ.

The idea of graded modal logic is to force all sub-
formulas to be guarded by the edge predicate Edge.
This means that one cannot express in graded modal
logic arbitrary formulas of the form ¢ (x) = Jy p(y)
(that is, whether there is some node that satis-
fies property ). Instead, one is allowed to check
whether some neighbor y of the node x where the
formula is being evaluated satisfies . For instance,
we are allowed to express the formula
¥(x) = Jy (Edge(x,y) A ¢(y)) in the logic as in this
case ¢(y) is guarded by Edge(x,y).

We can formally define this logic using FOCs syn-
tax as follows (note that both graded modal logic
and ALCQ have their own syntaxes, but we stick to
the general FO syntax for uniformity).

DEFINITION 4.1. A graded modal logic formula
is either Col(x), for Col a node color, or one of
the following, where ¢ and ¥ are graded modal logic
formulas and N is a positive integer:

o(x) Ap(z), F7Ny (Edge(z,y) A p(y)).

For example, the formula

—p(z),

§(z) = Red(z) A 3y (Edge(z,y) A Blue(y))
is in graded modal logic, but the formula

~(z) = Red(z) A
Jy(~Edge(z, y)AI=*2 [ Edge(y, x) ABlue(z) |).

of Section 3 is not, because the use of —~Edge(z,y)
as a guard is disallowed. Observe that all graded
modal logic formulas are unary by definition, so all
of them define unary queries. As promised, we now
show that AC-GNNs can indeed capture all graded
modal logic classifiers.

PROPOSITION 4.2. Fach graded modal logic clas-
sifier is captured by a simple homogeneous AC-GNN.

PROOF SKETCH. The key idea of the construc-
tion is that the components of a node’s feature vec-
tor can represent the subformulas of the captured
logical classifier that hold in the node. An AC-GNN
then can implement a standard dynamic program-
ming algorithm over the graph G such that, after k
layers, it declares a feature in a node v to be 1 iff v
satisfies the corresponding subformula ¢ over G.
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Let ¢(x) be a formula in graded modal logic.
Let sub(¢) = (p1,¢2,...,¢1) be an enumeration
of the sub-formulas of ¢ such that if ¢y is a sub-
formula of ¢, then £ < ¢. We show how to con-
struct a simple and homogeneous AC-GNN A, cap-
turing ¢(x). As mentioned, the idea is that A,
uses feature vectors in R such that every compo-
nent of those vectors represents a different formula
in sub(yp). Then A, will update the feature vec-

tor wgi) of node v ensuring that component £ of wg,i)
gets a value 1 if and only if the formula ¢, is satis-
fied in node v, for every i > [. We note that ¢ = ¢,
and thus, the last component of each feature vector
after evaluating L layers in every node gets a value 1
if and only if the node satisfies . We will then be
able to use a final classification function CLS that
simply extracts that particular component.

The simple homogeneous AC-GNN A, has L lay-
ers and uses aggregation and combine functions

S

xzeX
COM(zw,y) = o(xC+yA+b),

AGG(X) =

where A, C € REXL and b € R are defined next,
and o is the truncated ReLU activation defined by
o(x) = min(max(0,z),1). The entries of the ¢-th
columns of A, C, and b depend on the sub-formulas
of ¢ as follows:

o if py(x) = Col(z) with Col one of the (base)
colors, then Cypp =1,

o if py(z) = ¢;(x) A pp(x) then Cjy = Crp =1
and by = —1,

o if po(x) = i (x) then Cpy = —1 and by = 1,

x)
o if py(x) = FZN(E(2,y) A ¢r(y)) then Age =1
and by = —N + 1,

and all other values in the ¢-th columns of A, C,
and b are 0.

To show correctness, let G = (V,E) be a col-
ored graph. For every node v in G we consider
the initial feature vector @\ = (1,...,2L) such
that x, = 1 if sub-formula ¢, is the initial color as-
signed to v, and zy = 0 otherwise. By definition,
AC-GNN A, will iterate the aggregation and com-
bine functions defined above for L rounds (L layers)

to produce feature vectors mgf) for every node v € GG
and ¢ = 1,..., L. All that remains is to show that
for every ¢, € sub(yp), every i € {¢,...,L}, and
every node v in G it holds that:

(iBS,i))e =1if (G,v) = ¢; and (wgi))g = 0 otherwise,
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where (wgi))g is the /-th component of :cgf) But this
can easily be proved by induction on the number of

sub-formulas of every ¢,. [

An interesting open question is whether the same
kind of construction can be done with AC-GNNs us-
ing different aggregate and combine operators from
the ones we consider here; for instance, using max
instead of sum to aggregate the feature vectors of
the neighbors, or using other non-linearities such as
sigmoid.

Interestingly, the relationship between AC-GNNs
and graded modal logic goes further: we can show
that graded modal logic is the largest class of FO
logical classifiers captured by AC-GNNs—that is,
the only FO formulas that AC-GNNs are able to
learn accurately are those in graded modal logic.

THEOREM 4.3. A logical classifier is captured by
AC-GNNs if and only if it can be expressed in graded
modal logic.

The backward direction of this theorem is Propo-
sition 4.2. On the other hand, the proof of the for-
ward direction is based on a van Benthem & Rosen
characterization obtained by Otto [26, Theorem 2.2]
for finite graphs, stating that an FO formula can
be expressed in graded modal logic if and only if
the formula only depends on the unraveling of the
nodes, which in turn correspond to the colors as-
signed by the WL test. While the setting consid-
ered by Otto is slightly different from ours (in par-
ticular, we consider directed graphs, as opposed to
undirected), these differences can be shown to be
inessential, and the proof carries over to this set-
ting. We point out that the forward direction holds
no matter which aggregate and combine operators
are considered—that is, this is a limitation of the
AC-GNN architecture, not of the specific functions
that one chooses to update the features.

S.  GNNS FOR CAPTURING FOC,

In this section we tackle our second question:
Which GNN architectures do we need to capture all
FOCs classifiers? Recall that the main shortcoming
of AC-GNNs for expressing such classifiers is their
local behavior. A natural way to avoid this behavior
is to allow for a global feature computation on each
layer of the GNN. This is called a global attribute
computation in the framework of [6]. Following the
recent GNN literature [13, 23, 34], we refer to this
global operation as a readout. We begin with for-
malizing the GNN architecture with readouts. We
then show how readouts serve in capturing all of
FOC,, and finish with an observation on the num-
ber of readouts needed in these neural networks.
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5.1 GNNs with global readouts

Our definition of GNNs with readouts is a gener-
alization of the Definition 2.1 for AC-GNNs.

DEFINITION 5.1. An aggregate-combine-readout
GNN (ACR-GNN) with L layers extends AC-GNNs
by readout functions {READ(i)}iLzl, which aggre-
gate the (multiset of the) current feature vectors
of all the nodes in a graph to a single vector; ad-
ditionally, the combination functions COM® take
three arguments rather than two. Then, the feature
vector wgf) of each node v in a graph G on each
layer i is computed by the following recursive for-
mula, where V is the set of all nodes in G:

2 =

com® (wa‘”, AGGY (2™ | u e Na(v)}),

READ® ({z{™V |ue V}})).

Intuitively, every layer in an ACR-GNN first com-
putes (i.e., “reads out”) the aggregation over all the
nodes in Gj; then, for every node v, it computes the
aggregation over the neighbors of v; and finally it
combines the features of v with the two aggregation
vectors.

All the notions about AC-GNNs extend to ACR-
GNNs in a straightforward way; for example, a sim-
ple ACR-GNN uses the sum as the function READ®
in each layer, and the following combination func-
tion, generalizing Equation (1):

COM(Z) (331, o, 333) =
f(@1CY + 25AD + 23R + b)),
where R is one more matrix of parameters.

5.2 ACR-GNNs and FOC,

To see how readout functions could help in cap-
turing non-local properties, consider again the for-
mula y(z) from above, that assigns true to every red
node v unless there is another node not connected
with v having at least two blue neighbors. It is easy
to show, by adapting the proof of Proposition 3.3,
that no AC-GNN can capture this classifier. How-
ever, using a single readout and local aggregations,
one can implement this classifier as follows. Let B
be the property “having at least 2 blue neighbors”.
Then an ACR-GNN that implements 7(z) can first
use a local aggregation to store in the feature of
every node if the node satisfies B, then use a read-
out function to count the nodes satisfying B in the
whole graph, and finally use another local aggrega-
tion to count neighbors of every node satisfying B.
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Then v is obtained by classifying as true every red
node having less neighbors satisfying B than the to-
tal number of nodes satisfying B in the whole graph.
It turns out that the usage of readout functions is
enough to capture all non-local properties of FOCy
classifiers.

THEOREM 5.2. Each FOCsy classifier can be cap-
tured by a simple homogeneous ACR-GNN.

PROOF SKETCH. As an intermediate step in the
proof, we use a characterization of FOCs using an
extended version of graded modal logic, which was
obtained by Lutz et al. [19], and relates FOo with a
modal logic that can use parameters to navigate to
all nodes not connected, or different to, the current
node. This connection can be extended to FOCy
and the counting version of this modal logic, which
is denoted as EMLC.

Next, we show how to capture any EMLC for-
mula with an ACR-GNN. Since EMLC formulas are
essentially the extension of graded modal logic with
these negated modalities, we can reuse most of the
proof of Proposition 4.2. The novelty is that we use
readouts to take care of subformulas with negated
modalities. Thus, readout functions are only used
to deal with subformulas asserting the existence of
a node that is not connected to the current node in
the graph, just as we did for classifier v(z). O

Note that Proposition 4.2 has two directions while
Theorem 5.2 just one; we leave as a challenging open
problem the other direction of Theorem 5.2—that
is, whether the FOC, classifiers are exactly the log-
ical classifiers (i.e., FO logic unary formulas) cap-
tured by ACR-GNNs.

5.3 The number of layers with readouts

The proof of Theorem 5.2 constructs ACR-GNNs
whose number of layers depends on the size of the
formula being captured; moreover, readouts are used
on unboundedly many (in some cases all) layers of
these GNNs. Given that a global computation can
be costly, one might wonder whether this is really
needed, or if it is possible to cope with all the com-
plexity of such classifiers by performing only a few
readouts. We next show the surprising fact that just
one readout is actually always enough. However,
this reduction in the number of readouts comes at
the cost of severely complicating the resulting GNN.

DEFINITION 5.3. An aggregate-combine GNN
with final readout (AC-FR-GNN) is the same as
an ACR-GNN except that only the final layer uses
a readout function.

The following theorem formalizes the result of
this section.

SIGMOD Record, June 2020 (Vol. 49, No. 2)



THEOREM 5.4. Fach FOCsy classifier is captured
by an AC-FR-GNN.

The AC-FR-GNN construction in the proof of
this theorem is not based on the idea of evaluat-
ing the formula incrementally along layers, as in
the proofs of Proposition 4.2 and Theorem 5.2, and
it is not simple (note that AC-FR-GNNs are never
homogeneous). Instead, it is based on a refinement
of the GIN architecture proposed by Xu et al. [34]
(which is also used in the proof of the second claim
of Proposition 2.2) to obtain as much information
as possible about the local neighborhood in graphs,
followed by a readout and combination functions
that use this information to deal with non-local con-
structs in formulas. The first component we build
is an AC-GNN that computes an invertible func-
tion mapping each node to a number representing
its neighborhood (how big is this neighborhood de-
pends on the classifier to be captured). This in-
formation is aggregated so that we know for each
different type of a neighborhood how many times it
appears in the graph. We then use the combine
function to evaluate FOCy formulas by decoding
back the neighborhoods.

6. EXPERIMENTAL RESULTS

In this section we report on our experiments, which
are aimed to empirically validate our theoretical
findings.

6.1 Overview and Set Up

Our main motivation was to show that the theo-
retical expressiveness of ACR-GNNs, as well as the
difference between AC- and ACR-GNNSs, can ac-
tually be observed when we learn from examples.
To this end, we performed two sets of experiments
on synthetic data: experiments to show that ACR-
GNNs can learn a very simple FOCy node classi-
fier that AC-GNNs cannot learn, and experiments
involving complex FOCjy classifiers that need more
intermediate readouts to be learned. Besides testing
simple AC-GNNs, we also tested the GIN network
proposed by Xu et al. [34] (we used the implemen-
tation by Fey and Lenssen [11] and adapted it to
classify nodes).

We performed these two experiments using syn-
thetic graphs with five initial colors; these graphs
are divided in three sets: train set with 5000 graphs
with 50 to 100 nodes, test set with 500 graphs with
a similar number of nodes, and another test set with
500 graphs about twice larger than the train set.

We tried several configurations for the aggrega-
tion, combination and readout functions, but ob-
served a consistent pattern in which the setting of
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simple AC(R)-GNNs with ReLU activation as de-
scribed above produced the most accurate results.
Besides this, we did not do any hyperparameter
search and did not use any regularisation. Accuracy
in our experiments is computed as the total number
of nodes correctly classified among all nodes in all
the graphs in the dataset. In addition, we report on
our preliminary experiments on a real-life Protein-
Protein Interaction (PPI) benchmark [36], where
we did not observe an improvement of ACR-GNNs
over AC-GNNs.

We implemented our experiments using the Py-
Torch Geometric library [11]. In all cases we trained
with a batch-size of 128, and run up to 50 epochs
with the Adam optimizer and default PyTorch pa-
rameters.?

6.2 Separating AC-GNNs and ACR-GNNs

In our first set of experiments we considered a
very simple FOC; classifier defined by

a(z) = Red(x) A Jy Blue(y),

which is satisfied by every red node in a graph pro-
vided that the graph contains at least one blue node.
This classifier is not expressible in graded modal
logic, so we expected very good performance from
ACR-~GNNSs but difficulties for AC-GNNSs.

We tested the GNN architectures with two classes
of graphs. First, we considered line-shaped graphs,
each of which has 2n nodes vy,...,vs, such that
each v; is connected to v;41, and such that only
nodes v1, ..., v, can be colored blue and only others
can be colored red. Second, we considered Erdos-
Renyi random graphs of two flavors: the graphs
with the same number of nodes and edges, and the
graphs where the number of edges is twice the num-
ber of nodes. In every set we had 50% of graphs
containing no blue node, and others containing a
fixed small number of blue nodes (typically less than
five). Also, to ensure that there is a significant
number of nodes satisfying the formula, we forced
graphs to have at least 1/4 of its nodes colored red.

The results of these experiments are shown in Ta-
ble 1. As we can see there, already ACR-GNNs with
a single layer showed perfect performance for both
types of graphs (ACR-1 in Table 1). This was what
we expected given the simplicity of the property
being checked. In contrast, AC-GNNs and GINs
(shown in Table 1 as AC-L and GIN-L, represent-
ing AC-GNNs and GINs with L layers) struggle to
fit the data. For the case of the line-shaped graph,
they were not able to fit the train data even by al-

2 All our code and data can be accessed online at https:
//github.com/juanpablos/GNN-logic.
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Line-Shaped Train

Line-Shaped Test

Erdés-Renyi Train

Erdés-Renyi Test

same-size  bigger same-size  bigger
AC-5 0.887 0.886 0.892 0.951 0.949 0.929
AC-7 0.892 0.892 0.897 0.967 0.965 0.958
GIN-5 0.861 0.861 0.867 0.830 0.831 0.817
GIN-7 0.863 0.864 0.870 0.818 0.819 0.813
ACR-1 1.000 1.000 1.000 1.000 1.000 1.000

Table 1: Results on synthetic data for nodes labeled by classifier a(z) := Red(z) A Jy Blue(y)

lowing 7 layers. For the case of random graphs, the
performance with 7 layers was considerably better
but still did not fit the data perfectly. We allowed
AC-GNNs with 7 layers to run for more epochs but
the results did not improve.

In a closer look at the performance for different
connectivities of E-R graphs, we found an improve-
ment for AC-GNNs when we train them with more
dense graphs (i.e., when the number of edges in-
creases while the number of nodes stays the same).
This is consistent with the fact that AC-GNNs are
able to move information of local aggregations to
distances up to their number of layers. This com-
bined with the fact that random graphs that are
more dense make the maximum distances between
nodes shorter, may explain the boost in performance
for AC-GNNs.

6.3 Complex FOC, Properties

In the second experiment we consider classifiers
a;(x) constructed as

ap(z) == Blue(z), (2)
oi(z) = VoMl (ai1(y) A —Edge(z,y)), (3)

where 3V-M stands for “there are exactly between N

and M nodes” satisfying a given property. Observe
that each a;(x) is in FOCy, as VM can be ex-
pressed by combining 32V and -3ZM+1: however,
the classifiers «;, for ¢ > 1, are not expressible in
graded modal logic. In particular, we concentrated
on ayq(z), as(z) and ag(z) with [Ny, Mi], [Na, Ms)
and [N3, M3] being [8,10], [10,20] and [10, 20] (the
choice of these intervals is technical, it results in
the number of satisfying nodes in the graphs as de-
scribed below).

We considered sets of Erdds-Renyi random graphs
with the number of edges about 7 times greater than
the number of nodes (i.e., more dense that in the
first experiments), and colored to ensure that ap-
proximately one half of all nodes in the graphs in
the set satisfy each of aq(x), as(x) and as(x).

Our results, given in Table 2, show that when
increasing i (i.e., the quantifier depth of the clas-
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sifiers «;) more layers are needed to increase train
and test accuracy. We report ACR-GNNs perfor-
mance up to 3 layers (ACR-L in Table 2) as beyond
that we did not see any significant improvement.
We also note that for the bigger test set, AC-GNNs
and GINs are unable to substantially depart from
a trivial baseline of 50%. We tested these networks
with up to 10 layers but only report the best results
on the bigger test set. We also test AC-FR-GNNs
with two and three layers (AC-FR-L in Table 2).
As we expected, although theoretically using a sin-
gle readout gives the same expressive power as us-
ing several of them (Theorem 5.4), in practice more
than a single readout can actually help the learning
process of complex properties.

6.4 Experiments with PPI benchmark

Finally, we also tested AC- and ACR-GNNs on
the PPI benchmark [36]. We chose PPI since it is a
node classification benchmark with different graphs
in the train set (as opposed to other popular bench-
marks for node classification such as Core or Cite-
seer that have a single graph). Although the best
results we obtained for both classes of GNNs on PPI
were quite high (AC-GNNs: 97.5 F1, ACR-GNNs:
95.4 F1 in the test set), we did not observe an im-
provement of ACR-GNNs over AC-GNNs.

However, Chen et al. have recently observed that
commonly used benchmarks are inadequate for test-
ing advanced GNN variants, and ACR-GNNs might
be suffering from this fact [8]. Thus, the fact that
we do not observe any improvement may be an arte-
fact of the simplicity of the benchmark. We left as
future work a more thorough testing and tuning of
ACR-GNNs for real data.

7. FINAL REMARKS

Our results show the theoretical advantages of
mixing local and global information when classi-
fying nodes in a graph. Recent works have also
observed these advantages in practice; e.g., Deng
et al. used global-context aware local descriptors
to classify objects in 3D point clouds [10], You et
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a1 Train aq Test a9 Train ao Test a3 Train ag Test

same-size bigger same-size bigger same-size bigger

AC 0.839 0.826 0.671 0.694 0.695 0.667 0.657 0.636 0.632
GIN 0.567 0.566 0.536 0.689 0.693 0.672 0.656 0.643 0.580
AC-FR-2 1.000 1.000 1.000 0.863 0.860 0.694 0.788 0.775 0.770
AC-FR-3  1.000 1.000 0.825 0.840 0.823 0.604 0.787 0.767 0.771
ACR-1 1.000 1.000 1.000 0.827 0.834 0.726 0.760 0.762 0.773
ACR-2 1.000 1.000 1.000 0.895 0.897 0.770 0.800 0.799 0.771
ACR-3 1.000 1.000 1.000 0.903 0.902 0.836 0.817 0.802 0.748

Table 2: Results on Erd6s-Renyi graphs with nodes labeled according to classifiers «;

al. construct node features by computing shortest-
path distances to a set of distant anchor nodes [35],
and Haonan et al. introduced the idea of a “star
node” storing global information of the graph [15].

As mentioned before, our work is close in spirit to
that of [34] and [23] establishing the correspondence
between the WL test and GNNs. In contrast to our
work, they focus on graph classification and do not
consider the relationship with logical classifiers.

Regarding our results on the links between AC-
GNNs and graded modal logic (Theorem 4.3), we
point out that very recent work [1] establishes close
relationships between GNNs and certain classes of
distributed local algorithms. These in turn have
been shown to have strong correspondences with
modal logics [16]. Hence, it may be the case that
variants of our Proposition 4.2 could be obtained by
combining these two lines of work (but it is not clear
if this combination would yield AC-GNNs that are
simple), and we believe this is an interesting direc-
tion for future work. Moreover, we also don’t know
how to bridge our work with that of distributed al-
gorithms when we add non-local computations to
GNNs (such as the readouts that we consider).

Morris et al. [23] also studied k-GNNs, which are
inspired by the k-dimensional WL test. In k-GNNs,
graphs are considered as structures connecting k-
tuples of nodes instead of just pairs of nodes. We
plan to study how our results on logical classifiers
relate to k-GNNs, in particular, with respect to the
logic FOCy, that extends FOCy by allowing formu-
las with k variables, for each fixed £ > 1. Recent
work has also explored the extraction of finite state
representations from recurrent neural networks as a
way of explaining them [33, 18, 25]. We would like
to study how our results can be applied for extract-
ing logical formulas from GNNs as possible expla-
nations for their computations.

We would like to remark that studying GNNs
continues to be an important topic in the commu-
nity, with new advances reported every year. The
latest results involve the study of more complex
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GNN architectures, that take us beyond AC-GNNs
and even k-GNNs. This extra power may come, e.g.,
as a result of allowing random information to be
computed for each node [28], allowing for more com-
plex aggregating functions [20], or different schemes
of port assignments in a distributed setting [12].
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ABSTRACT

How can the result of a query be updated after changing a
database? This is a fundamental task for database manage-
ment systems which ideally takes previously computed in-
formation into account. In dynamic complexity theory, it
is studied from a theoretical perspective where updates are
specified by rules written in first-order logic.

In this article we sketch recent techniques and results from
dynamic complexity theory with a focus on the reachability

query.

1. INTRODUCTION

Assume you are running a very traditional relational
DBMS that supports all queries that can be expressed
in the relational algebra, but nothing else.! Then you
precisely understand what kinds of queries you can pose
and which you cannot: you are limited to queries that
are expressible in first-order logic.

You think that it might be helpful that you are inter-
ested in continuously asking the same query. Maybe the
database you maintain is actually a graph database and
you would be interested to evaluate a fixed set of reg-
ular path queries all over again. Maybe you also know
that changes to your database are not very frequent. Is
there a way to cope with your queries without writing
programs or installing that graph database engine?

This is the setting that is assumed in this article and
the setting of dynamic complexity as introduced by Pat-
naik and Immerman [34] and similarly by Dong and Su
[13] in the early nineties: there is an initially empty
database, tuples can be inserted and deleted and af-
ter each change of the database, the answer to some
fixed query needs to be computed with first-order logic
means. Besides the “real” relations, the database can
have additional, auxiliary relations, one of which always
represents the query answer to the standing query. Af-
ter each change step your database can apply first-order
queries to update these auxiliary relations.

This setting is similar to other typical database set-
tings, but it differs from a typical incremental query

IThis assumption is not entirely realistic but very common
in foundational database research.
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maintenance setting in that it addresses queries that
are not expressible in the relational algebra, and from a
typical view maintenance setting because auxiliary re-
lations are allowed?.

In this article, we want to report on some progress
that dynamic complexity has seen during the last years.
Besides the result that reachability on directed graphs
can be maintained in this framework, much of the re-
search has focussed on new techniques and the extension
of the framework towards bulk changes, as opposed to
single-tuple changes. The ability to maintain regular
path queries is one outcome of this line of work.

We develop the framework incrementally while giving
sketches® of some recent and some older key results and
techniques. Most of these results concern the reachabil-
ity query REACH on directed or undirected graphs. This
query maps a graph G = (V, E) to the transitive closure
of the edge relation E. In other words, REACH(G) is
the binary relation that contains a pair (u,v) of nodes
if there is a non-empty path from w to v in G. An
immediate consequence of these results for maintaining
reachability is that regular path queries can be main-
tained as well, see Sketch 10.

In this article we borrow from several talks we pre-
sented in the last few years as well as from some of
our articles [8, 11, 10, 9]. For recent, more complete
expositions of the current state of the art of dynamic
complexity we refer to [40, 43].

2. MAINTAINING REACHABILITY

We start with the very simple scenario where only
single edges can be inserted into the graph (database).

Sketch 1:
Single-edge insertions into directed graphs

Since we aim at updating the standing query REACH,
the transitive closure of the edge relation is stored as

We emphasise that recent higher-order incremental view
maintenance frameworks also use auxiliary views [29, 33].
3As in “brief description”, not as used in, e.g., streaming
algorithms.

SIGMOD Record, June 2020 (Vol. 49, No. 2)



20 O3 INS(2,3) 20— 03
G / N AN 7 N G
1@ @ 4 10 @4
N N
@5 Q5
20 (O] 20 =03
T / \ /%\ T
10 Q4 (@) 04
\ / \0‘5/

Figure 1: The dynamic scenario. After inserting
edge (2,3) there is a path from =z = 1 to y = 4
thanks to the previously existing paths from 1
to 2 and from 3 to 4.

an auxiliary relation.

How can we update the transitive closure of a graph
after inserting a single edge? After inserting an edge
(u,v), there is a path from a node x to a node y if
there has been a path before the insertion or if there
were paths from x to u and from v to y, cf. Figure 1.
Thus, if T denotes the auxiliary relation that stores
the transitive closure of E, the update that needs to
be applied can be specified as follows.

on insert (u,v) update T as
T'(x,y) = T(z,y) v (T(x,u) AT(v,y))

The semantics is that, after inserting the edge
(u,v), the relation T is replaced according to the
query T(z,y) V (T(z,u) A T(v,y)).

We call the above rule an update rule. A dynamic
(first-order) program can use finitely many auxiliary
relations Ry, ..., R, and provides a (first-order) up-
date rule for each of these relations and each admissible
change operation. In the above case, the only admissi-
ble change operation is insertion of edges.* Each update
rule can access the edge relation and (the current ver-
sions of the) relations Ry, ..., R,.

Most often, admissible change operations are inser-
tions or deletions of edges. But the exact form, e.g.,
whether single-tuple or bulk changes are allowed and
how they are specified, depends on the context. When
an actual change occurs, the program updates its auxil-
iary relations by simultaneously applying their respec-
tive update rules for the underlying change operation.

A dynamic program maintains the result of a query
if some designated auxiliary relation stores the result
of the query after all possible sequences of admissible
changes. As an example, the above (single-rule) pro-
gram maintains the query REACH on directed graphs
under single-edge insertions. We emphasise that this
particular rule does not even use quantifiers.

4We note that each change operation can be instantiated by
actual changes, e.g., the insertion of a concrete edge.
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The class DYNFO consists of all pairs (Q,A) such
that the query Q can be maintained by a dynamic first-
order program under the set A of admissible changes.
For a pair (Q,A) € DYNFO we usually say that Q is in
DYNFO under A-change operations. As we have just
seen, REACH is in DYNFO under single-edge insertions.

2.1 Undirected Reachability: from single to
bulk changes

Allowing insertions and deletions offers “full change
power” in the sense that each graph can be transformed
into each other graph (with the same vertex set). The
question whether REACH can be maintained when edges
can be inserted and deleted had been a driving force
for research in dynamic complexity for twenty years.
It turned out that reachability under edge insertions
and deletions cannot be maintained in the same simple
fashion as in the insertion-only case, and we present
some early-known barriers in Section 3.

For now, we concentrate on the easier case of main-
taining reachability for undirected graphs. We show
how this query can be maintained under insertions and
deletions of single edges, and generalise this result to
more complex changes. We will come back to reacha-
bility for directed graphs in Subsection 2.2.

Besides its elementary update rule, reachability under
edge insertions is simple in another sense: it only needs
the query answer relation itself as auxiliary relation,
i.e., the transitive closure of the edge relation. Trying
to maintain a query without any further relations than
the query relation itself is a natural first step in the
search for a dynamic program. Unfortunately this does
not work out for undirected reachability under inser-
tions and deletions [14, Theorem 5.7]. Intuitively, this
is because the transitive closure might not yield much
information. For instance, the transitive closure of a
cycle is a full binary relation which is not helpful for
deriving the new transitive closure after deleting two
edges from the cycle.

If, as in this case, the query relation does not suffice,
one often sees what kind of information is “missing”
and one can try to maintain the query by adding an-
other auxiliary relation. This approach could be termed
iterated wishing: to maintain a certain query, you might
wish you had a certain auxiliary relation R; available,
so you assume you have it, and then you check whether
also Ry can be maintained; if you fail, you wish for more
helpful auxiliary relations, and so on.

Sketch 2:

Single-edge insertions and deletions in
undirected graphs

After seeing that the transitive closure itself does not
suffice, it seems natural to “wish for” a spanning for-
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Figure 2: Deleting a single edge from an undi-
rected graph. A spanning forest is highlighted in
blue. After removal of (3,8), edges (3,4) and (7, 8)
are potential new edges for the spanning forest,

of which the lexicographically smallest edge (3,4)
is chosen by the update rule.

est in order to maintain reachability for undirected
graphs under insertions and deletions. It turns out
that one more wish is helpful: its accompanying in-
between relation.> More precisely, the following two
auxiliary relations can be used to maintain REACH
on undirected graphs [35, Theorem 4.1]:

e a binary relation F with (a,b) € F if (a,b) is an
edge of a (fixed) spanning forest; and

e a ternary relation B with (a,b,c) € B if bis in
between a and ¢ in the spanning forest stored
in F, so, if a and ¢ are in the same connected
component and b is part of the unique path from
a to ¢ in the spanning forest.

We now have to verify that F' and B can be up-
dated after inserting or deleting an edge, thereby es-
tablishing the following result [35, Theorem 4.1].

PROPOSITION 2.1. REACH on undirected graphs is
in DYNFO wunder single-edge insertions and dele-
tions.

Updating the auxiliary relations after edge inser-
tions is very similar to the approach of Sketch 1: if the
new edge connects two connected components then it
is added to the spanning forest F', otherwise nothing
changes. Likewise, deletions of edges not in F are
easy to handle, as they leave the auxiliary relations
unchanged. We therefore focus on deletions of edges
of the spanning forest, see Figure 2.

The formula

P(x,y,u,v) = E(z,y) A B(z,u,y) A Bz, v,y)

expresses that the nodes x and y of the edge (z,vy)
are in different connected components of the span-
ning forest after removing (u,v) and thus (z,y) is a
candidate for “repairing” the spanning forest.
However, only one such edge can be added to
the spanning forest and therefore some tie-breaker is
needed. To this end, it is helpful to maintain a linear

20

order on the vertices and to add the lexicographi-
cally smallest edge. The linear order is yet another
auxiliary relation one can wish for and which can
be updated easily: since the edge relation is initially
empty, a linear order on the non-isolated nodes can
be built based on the order of edge insertions [17]. In
fact, not only a linear order can be established in this
way, but also 3-ary relations that encode the corre-
sponding addition and multiplication operations.®

So far we only considered simple change operations,
that is, single-tuple changes. This is a typical model,
not only in dynamic complexity, but also in dynamic
algorithms. However, to deal with realistic scenarios
in particular in database contexts, it would be helpful
to maintain queries under more complex change oper-
ations. That is, change operations should be able to
insert or delete sets of tuples.

Obviously, one can not hope for “arbitrary changes”:
if they were allowed, then one could produce any arbi-
trary graph in one step from the empty graph.” Thus a
query can only be maintainable under arbitrary changes
if it can actually be explicitly expressed, statically.

Therefore, one has to lower expectations and restrict
complex change operations in one way or another. We
will consider size-restricted change operations later on,
but start here with first-order definable change opera-
tions. An insertion query is specified by a first-order
formula (z,y, 2) and a tuple ¢ of elements. It defines
the set of edges that are inserted into the edge relation
by the set of all tuples (a,b) that satisfy the formula
(a,b,¢). We emphasise that there is no a priori bound
on the number of edges that are inserted in such a step.

From a databases point of view, first-order definable
change operations (in the spirit of SQL updates) are a
very natural kind of complex change operations.

Sketch 3:
Definable insertions into undirected graphs

It turns out that the reachability query on undirected
graphs can be maintained under single-edge deletions
and first-order definable insertions. More precisely,
the result is as follows [39, Theorem 4.2].

THEOREM 2.2. For each finite set A of insertion
queries, REACH on undirected graphs is in DYNFO
under single-edge deletions and under insertions de-
fined by the queries in A.

®In fact, it can be seen from the proof of [14, Theorem 5.7
that a spanning forest alone is also not sufficient.

SThat is, e.g., if a is the smallest node and b the second
smallest node with respect to this order, then the triple
(a,a,b) is in the ternary relation for the corresponding ad-
dition, basically encoding 1 + 1 = 2.

"We recall that the empty graph has nodes but not edges.
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The dynamic program uses the spanning forest ap-
proach as presented in Sketch 2 and relies on a very
simple observation, illustrated by Figure 3: if there is
a new path between nodes v and v after a first-order
defined insertion, then there is such a path in which
the number of new edges is bounded by a constant m
that only depends on the quantifier depth of the for-
mula defining the insertion. Therefore, for checking
whether there is a path between u and v, a first-order
update rule can guess at most m newly inserted edges
and combine them with previously existing paths.

In general, the constant m can be large, but if the
insertion formula is a union of ¢ conjunction queries,
it is bounded by 2¢ [39, Proposition 4.3]. An evalua-
tion of a prototypical implementation [39, Section 5]
shows that dynamic programs for insertions defined
by small unions of conjunctive queries perform well
in some scenarios in comparison with other methods
of answering REACH on undirected graphs.

Another obvious restriction of complex changes is to
bound the number of edges that can be inserted or
deleted in one step. We next consider the insertion
of sets of edges as operation and restrict it to sets of
O(logn) many edges. We assume that a linear order
and its corresponding addition and multiplication rela-
tions are given as “built-in relations”, since they cannot
be computed incrementally as before. We make this as-
sumption transparent and write DYNFO(+, x) for the
class of queries that are maintained by dynamic pro-
grams with access to built-in <, 4+ and Xx.

The technique used for such operations can be un-
derstood as a simulation of monadic second-order logic.
Monadic second-order logic MSO extends first-order
logic by quantification over sets. The basic idea of the
simulation is that a subset of a set of logarithmically
many nodes can be encoded by one node, since a node
basically corresponds to a bit string of length logn.
Therefore, set quantification over such small sets can
be simulated by node quantification over the full graph.
The connection between node subsets and nodes can
be drawn with the help of the built-in linear order and
the arithmetic relations + and x, as the bit string rep-
resentation of a node can be expressed from them by
first-order formulas, see [26, Theorem 1.17].

Sketch 4:
Log-size insertions to undirected graphs

It turns out that reachability on undirected graphs
can be maintained under single-edge deletions and
insertions of O(logn) edges.

PrOPOSITION 2.3. REACH on undirected graphs is
in DYNFO(+, x) under single-edge deletions and in-
sertions of O(logn) edges, where n is the number of
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nodes of the graph.

We use the spanning forest approach as presented
in Sketch 2, and re-use its maintenance rules after
single-edge deletions. We describe how the auxiliary
relations can be updated after logn many edges are
inserted into a graph G. A corresponding update rule
may use first-order quantification on the graph and
set quantification over a subgraph of size O(logn).
As sketched above, this MSO quantification can ac-
tually be simulated by first-order update rules.

As REACH is MSO-expressible, an update rule can
express for each pair a,b of nodes that are affected
by the change (i.e. that are adjacent to a new edge
after the change) whether they are connected via al-
ready existing paths and newly inserted edges. The
spanning forest is then updated as follows: a newly
inserted edge (a,b) becomes a spanning forest edge
if @ and b are not connected in the graph which con-
sists of all previously existing edges and all new edges
that are lexicographically smaller than (a,b). The
in-betweenness relation can be updated similarly in
a straightforward fashion, since a node b is between
a and c in the new spanning forest if a and b as well
as b and ¢ are connected, but a and ¢ become discon-
nected without b.

As a matter of fact, reachability on directed graphs
can also be maintained under such insertion opera-
tion, at least in the absence of deletions.

The previous example naturally leads to the question
of which sizes of bulk changes can be handled by a dy-
namic program for reachability. It turns out that the
reachability query cannot be maintained under changes
of more than polylogarithmically many edges.

Sketch 5:
An impossibility result for bulk changes

It turns out that classical lower bound results for the
size of AC-circuits almost immediately yield upper
bounds for the sizes of bulk changes that can be han-
dled. Here, an AC-circuit for an input of size n may
use polynomially many V-, A-, and —-gates (with pos-
sibly unbounded fan-in) arranged in a circuit of con-
stant depth.

The idea is simple. A classical result by Smolensky
states that for computing the parity of the number of
ones occurring in a bit string of length n, an AC cir-
cuit of depth d requires 292(n'/2%) many gates (see [27,
Theorem 12.27] for a modern exposition). A simple,
well-known reduction yields that deciding reachabil-
ity for graphs with n edges which are disjoint unions
of (undirected) paths also requires AC® circuits of
size 22(n'*"), Indeed, computing the parity of the
number of ones in w = aj ---a, can be reduced to
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Figure 3: Illustration of the observation that if, after a first-order defined insertion, a path in a graph
uses many new edges ej,...,€e,+1, there must exist a shortcut via a new edge e with fewer new edges.

€0 el (D) es3 es3 eyq es
00 o1 02 03 03 04 05
1 0 1 0 1 1

Figure 4: Illustration of the reduction from par-
ity to reachability for the string w = 101011.

reachability as follows. A graph G for w can be con-
structed by converting each bit a; into a small widget
W; with nodes e;_1,0;_1, €;,0; as follows:

ei1 Q0O €i
0i1 @@ 0;

. ei—1 e
e ifa; =1then W; = 18><gov

Now, for a bit string w = a; ... a, there is a path
from eq to e, iff w has an even number of ones, see
Figure 4 for an example. Furthermore, graphs ob-
tained in this fashion are disjoint unions of two paths.

This lower bound translates into a lower bound for
first-order formulas via the correspondence of AC°
and first-order logic due to [2].

(] 1faZ:0thenW1:

THEOREM 2.4. Let f(n) € log“Y n be a function

from N to N. There is no first-order formula with
access to built-in relations that defines reachability
in graphs with at most f(n) edges, even for disjoint
unions of (undirected) paths.

Since from any formula that updates the result of a
query after an insertion of f(n) tuples into an initially
empty input relation one can construct a formula that
defines the query for inputs of size f(n), the following
corollary is immediate [9, Corollary 2].

COROLLARY 2.5. Let f(n) € log“Y n be a func-
tion from N to N. Then reachability (even in disjoint
unions of (undirected) paths) cannot be maintained in
DYNFO for bulk changes of size up to f(n), even if
the auziliary relations may be initialised arbitrarily.
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We have seen how to maintain reachability under
O(logn) edge insertions, and that dynamic first-order
programs cannot maintain reachability under insertions
of more than a polylogarithmic number of edges. For
reachability on undirected graphs this gap can be closed:
this query can be maintained under insertions and dele-
tions of polylogarithmic size.

Sketch 6:
Polylog-size changes to undirected graphs

To maintain reachability in undirected graphs under
edge changes of polylogarithmic size, the technique of
Sketch 4 can be extended. There, we used simulations
of MSO formulas on subgraphs of logarithmic size.
We do not know whether such simulations are also
possible for subgraphs of polylogarithmic size, but
we observe next that on subgraphs of this size, NL-
computations can be simulated.

First of all, it can be observed that REACH over
subgraphs of polylogarithmic size can be expressed
by a first-order formula over the whole graph. This
follows from the well-known result (see for example
[5, p. 613]) that for every d € N there is a uniform
circuit family for computing the transitive closure of
a graph with N nodes using circuits of depth 2d and
size NOOVY™) | If the subgraph in question has N &«
log®n nodes, for some ¢ € N, we can choose d < 9,
and the circuit size

NOWY) —(10g¢ n)O0s" M) — (1g 1) O((logm)™/*)

:2o(log log n/log n) C 20(10g n) _ n(’)(l)

is polynomial in n. This uniform ACO° circuit family
computing reachability for subgraphs of size log®n
can be turned into an FO(4,x)-formula thanks to
[2]. Since REACH is complete for NL under first-
order reductions, see [26, Theorem 3.16], first-order
logic can thus express all NL-computable queries on
graphs of polylogarithmic size.

Now we can sketch the proof idea of the following
result [9, Theorem 6].

THEOREM 2.6. REACH on undirected graphs is
in DYNFO(+, xX) under insertions and deletions of
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log®n many edges, for every fivzed c € N. Here, n is
the number of nodes of the graph.

Again, we employ the spanning forest approach
from Sketch 2. When a polylogarithmic number of
edges is inserted into a graph, the update rule de-
fines a spanning forest on the at most polylogarithmic
number of connected components that get connected
by this change, which is possible in first-order logic
by NL-simulation as explained above. For each edge
in this spanning forest, the lexicographically smallest
edge between corresponding components is selected
to become part of the spanning forest of the whole
graph. The in-between relation is updated accord-
ingly by combining the auxiliary information with
in-betweenness information for the spanning forest
on the connected components, which again can be
expressed directly in first-order logic.

The update after a deletion of polylogarithmically
many edges is not much harder. In a first step, the
edges are deleted from the spanning forest, and its
in-between information is adjusted. Only a polyloga-
rithmic number of connected components of the span-
ning forest are affected by this step. For them, the
update rule checks in a second step whether they can
be re-connected by existing non-spanning-tree edges
of the graph. This step works exactly as the update
for edge insertions.

Just as for Sketch 4, REACH on directed graphs
can be maintained under insertions of polylogarith-
mically many edges, with similar techniques (but in
the absence of edge deletions).

2.2 Current frontiers of directed reachability

Turning to directed graphs, we first give a glimpse of
an idea how reachability can be maintained under single
edge insertions and deletions.

Sketch 7:

Single-edge insertions and deletions in
directed graphs

The long-standing question [7, 14, 12, 23, 25, 35, 45]
whether reachability on general directed graphs is in
DYNFO was settled in [8].

THEOREM 2.7. REACH is in DYNFO under inser-
tions and deletions of single edges.

The underlying idea is to first reduce the reachabil-
ity query to a linear-algebraic problem, and then to
show that this problem can be maintained with first-
order update rules. This approach works if DYNFO
is closed under the applied reductions it uses, which
is guaranteed if they obey two conditions: that they
are definable in first-order logic and that one change
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in the source structure only induces O(1) changes in
the target structure. Such bounded first-order (bfo)
reductions were introduced in [35].

Step 1: Reduction to FULLRANK.

Problem: FULLRANK
Input: An n x n-matrix C
Question: Is the rank of C' equal to n?

This step is very similar to reductions used by
Cook (for studying the NC-hierarchy) and Laubner
(for studying extensions of first-order logic by linear-
algebraic operators) [6, 30]. To facilitate subsequent
generalisations, we describe the reduction to FULL-
RANK by two reductions with another intermediate
problem. We defer to [8] for further details.

Suppose that A is the adjacency matrix of a
graph G. The number of paths of length i from s
to t in G corresponds to the value of the s-t-entry
of A, the i-th power of the adjacency matrix. The
matrix I — %A is invertible (since diagonally domi-
nant) and its inverse can be written, analogously to
standard geometric series, as:

1 -1 _ 1 i
(I——A) _Z -A

Hence, there is a path from s to ¢ if the s-t-entry
of the inverse of C' = T — %A is not zero. This
yields a bfo-reduction from REACH to the problem

MATRIXINVERSEZY, which we define as:

Problem: MATRIXINVERSE?
Input: Invertible n x n-matrix C; s,t <n
Question: Is the s-t-entry of C~! not 07

The problem MATRIXINVERSEZY can then be re-
duced to FULLRANK: by Cramer’s rule, an entry of a
matrix C ! is non-zero if and only if the determinant
of some submatrix of C' is non-zero, which is equiva-
lent to the question whether this submatrix has full
rank. We refer to [8] for details and for a verification
that the reductions are actual bfo-reductions.

Step 2: Maintaining FULLRANK. Now our goal is
to update whether a matrix C has full rank under
changes of one entry. This can be done similarly as
described in [19]: we maintain matrices B, E such
that BC = E, B is invertible, and F is in reduced
row-echelon form. It turns out that, modulo small
primes, the matrices B and E can be updated us-
ing a constant number of simple matrix operations
under changes of single entries of C'. Reachability
can then ultimately be maintained by maintaining
the full rank property for a suitable number of such
small primes.

This result has since been simplified and improved.

The following technique for reducing the conceptual re-
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quirements for maintaining a query has been useful for
this purpose, and it has also been applied to show a
number of other maintenance results.

Sketch 8:
The muddling technique

The muddling technique exploits that under certain
conditions it suffices to maintain the result of a query
for polylogarithmically many change steps, as op-
posed to arbitrarily many. In the following, we only
consider queries that are domain independent in the
sense that the query result does not change for an in-
stance when additional, isolated elements are added
to the domain. A query is (NL, f(n))-maintainable,
if it can be maintained for f(n) change steps start-
ing from an arbitrary database instance and auxiliary
data initialised by an NL computation.

THEOREM 2.8
Let Q be a domain independent query that is
(NL, log n)-maintainable under some set A of
change operations.®

a) If A is a set of single-tuple change operations then
(Q,A) is in DYNFO.

b) If Q € NL and A is a set of bulk change operations
of size at most log? n, for an arbitrary d € N, then
(Q,A) is in DYNFO(+, x).

As an example, the Muddling Lemma allows to
prove that a query is in DYNFO by showing that it
can be maintained for log n many steps, starting from
an arbitrary graph G with n nodes, with the help of
auxiliary relations that can be obtained from G by
some NL computation.

A result that highlights the power of this technique
is that all queries expressible in monadic second or-
der logic are in DYNFO under changes of single tu-
ples, if the database (always) has bounded treewidth
[10]. We do not know how to maintain a tree decom-
position with first-order formulas, yet the muddling
lemma allows to pre-compute a tree decomposition
in LOGSPACE. It can be shown that a query result
can then be maintained for logn steps.®

For the reachability query on undirected graphs, the
maintenance strategy could be lifted from single-edge
changes to changes of polylogarithmic size. It is an

8The result actually even holds for (AC® log®n)-
maintainable queries, for an arbitrary ¢ € N, and the
proof uses the fact that ACC-circuits correspond to fixed-
point computations with O(log®n) iterations, cf. Section 5
in [26].

9In fact, for the MSO result an annotated tree decomposi-
tion is needed and therefore a stronger version of the Mud-
dling Lemma is used.
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(MuppLING LEMMA [10, 11, 40]).

immediate question to what extent this is possible for
directed graphs.

We recall that one can maintain REACH under in-
sertions of polylogarithmic size with the techniques of
Sketch 6, but this result does not allow for any edge
deletions. It turns out that bulk insertions and dele-
tions are indeed possible, but the allowed number of
changed edges so far falls short of logn.

Sketch 9:

Almost logn insertions and deletions into
directed graphs

We now show how the approach of Sketch 7 can be
adapted such that, using the muddling technique,
reachability on directed graphs can be maintained
under a non-constant number of edge insertions and
deletions [11, Theorem 1].

THEOREM 2.9. REACH is in DYNFO(+, x) un-
der insertions and deletions of edges that affect

O(log)ign) nodes, on graphs with n nodes.

In Sketch 7 we explained how REACH can be re-
duced to MATRIXINVERSE?? and to FULLRANK, and
how to maintain the latter. Here, the idea is to
maintain MATRIXINVERSEZ directly, by maintain-
ing (sufficient information on) the inverse C~1 of the
input matrix C. Therefore, our goal is to update the
inverse C~! when C changes to some matrix C+AC.

Suppose that AC is a change matrix that encodes
edge insertions and deletions that affect k & log’lgo gn
nodes of the graph. Then, AC has at most k& non-
zero rows and columns, and can be written as a ma-
trix product AC = UBV where B has dimension
k x k. The update of C~! to (C + AC)~! with
AC = UBYV is described by the Sherman-Morrison-
Woodbury identity (cf. [24]) as

(C+AC) ' =(C+UBV)!
=c'-c'ua+BvcT'u)'Bvet

To implement the right-hand-side of this identity
as a dynamic program with first-order update rules,
some obstacles have to be eliminated. First, literally
computing the identity is not possible in first-order
logic, since entries in C~! can be exponentially large,
and multiplying such numbers is not possible with
first-order formulas even in the presence of arithmetic
on the domain. A workaround is to compute C!
modulo polynomially many, polynomially bounded
primes: an entry of C~! is non-zero if and only if
it is non-zero modulo one of the primes.

Since I + BVC~'U is a k x k matrix, its inverse
can be computed in AC? over Z,, for every prime p
that is polynomially bounded in n — if it is invert-
ible. However, although the occurring matrices are
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all invertible over QQ, they may not be invertible over
Z,, for some primes p. If this is the case for a prime,
the auxiliary relations for this prime become invalid
and cannot be used any more. But thanks to the
muddling technique it suffices to maintain the query
for a polylogarithmic number of change steps, and it
is possible to guarantee that a sufficiently large num-
ber of primes survives for that many rounds, to get
the final result.

It is an open question whether reachability on di-
rected graphs can be maintained under insertions and
deletions of logarithmically or even poly-log many edges
using first-order update rules. By allowing update rules
from stronger logics than first-order logic, this becomes
possible: with additional majority quantifiers one can

maintain reachability on all directed graphs under changes

of poly-log size [11]; for certain classes of directed graphs,
additional parity quantifiers are sufficient [9].

Sketch 10:
Regular path queries

Attentive readers might have observed a gap in our
reasoning, as presented so far: our motivating sce-
nario involved graph databases and regular path
queries but throughout this article, we studied mere
reachability queries on graphs without edge labels.
However, it turns out that the maintainability of the
latter is actually the key for maintaining regular path
queries (and then conjunctive regular path queries
and unions therefore, and so on). This is because the
evaluation of a regular path query can be reduced to
the reachability query in a very simple fashion [28].

Indeed, this is doable by considering the product
of the actual graph with an automaton for a regular
language. More precisely, if A is an NFA that de-
cides the regular language R underlying the regular
path query at hand, and if D is a graph database
with edges labelled by the alphabet used by A, then
the question whether there is an R-path from u to v
boils down to the question whether the node (s, v)
is reachable from the node (sg, u) in the synchronised
product A x D. The nodes of that product are pairs
(s, w) of a state of A and a node from D and there is
an edge from (s1,w;) to (s2,ws) if, for some symbol
a, there is an a-transition from s; to so in A and an
a-labelled edge from w; to we in D. Furthermore, sq
and sy are the unique initial and final states of A,
respectively.

This reduction is actually a bounded-first order re-
duction, since each single change in D only induces
at most size(A) many, first-order definable, changes
in D x A. Therefore, maintainability of REACH on
directed graphs yields maintainability of the R-path
query on graph databases, for every R. As an exam-
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ple, we get the following corollary from Theorem 2.9.

COROLLARY 2.10. Let Q be a regular path query.
Then Q is in DYNFO(+, xX) under insertions and
deletions of edges that affect (’)(lolgoﬁjgn) nodes, where
n is the number of nodes of the graph database.

3. QUERY MAINTENANCE BARRIERS

First-order update rules are surprisingly powerful. Above,

we explored the reachability query and saw that it can
be updated with such rules, even in cases, where com-
plex changes are allowed. Also the tree isomorphism
query [17], all MSO queries on bounded tree-width graphs
[10], and all context-free languages [22] can be main-
tained in DYNFO.

This leads to the natural question: Is there a barrier
for the power of dynamic programs, besides the easy ob-
servation that all queries in DYNFO are computable in
polynomial time? Proving such barriers is a challeng-
ing task already in static settings, and it is therefore
not surprising that so far there are only preliminary
answers. Much of the work on barriers for dynamic
programs was done in the quest of finding out whether
reachability is in DYNFO. For this reason we focus on
results that establish barriers for updating reachabil-
ity in scenarios with restricted resources such as small
auxiliary data and restricted updated rules.

While we can rely on several methods for proving
barriers of inexpressibility for first-order logic in static
scenarios, our tool set for dynamic lower bounds is much
less developed. Classical methods for static inexpress-
ibility include Ehrenfeucht-Fraissé games and locality-
based arguments [16, 31] as well as circuit-based meth-
ods [27] that exploit the connection between first-order
logic and constant-depth circuits. Parity (of a unary
relation) and reachability are standard examples for
queries, that are provably not expressible in first-order
logic. Yet, both queries are contained in DYNFO.

In the following, we outline two tools for dynamic
lower bounds: (a) exploitation of static lower bounds
and (b) a locality method for restricted update rules.

3.1 Exploiting static methods

Many non-maintainability results for DYNFO were
shown by contradiction with the help of known static
lower bounds. More precisely, it was shown that if there
was a dynamic program for a particular query Qqynamic,
then some Qgiatic would be expressible in first-order
logic, maybe in the presence of “helpful relations”, con-
tradicting known inexpressibility results.

After making the notion of helpful relations precise,
we present two instantiations of this technique which
were used to establish that queries cannot be main-
tained by first-order updates when the arity — and there-
fore the size — of auxiliary relations is restricted.
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A query over schema 7 is definable with helpful re-
lations over schema Tyelp if there is a formula ¢ over
T U Thelp such that for each database D over 7 there is
a database Dyelp Over Thelp such that evaluating ¢ on
(D, Dhelp) yields the result of the query on D.

A first set of non-maintainability results for DYNFO
with unary auxiliary relations can be derived from in-
expressibility results for existential, monadic second-
order logic EMSO. This logic extends first-order logic by
existential quantification of unary relations. Roughly
speaking, inexpressibility results for EMSO often trans-
fer to inexpressibility results for first-order logic with
unary helpful relations, which in turn allow proving bar-
riers for DYNFO with unary auxiliary relations.

Sketch 11:

Unary auxiliary relations do not suffice for
Reach

EMSO formulas can not define the transitive closure
of simple paths (e.g., implicitly in [18]). By basi-
cally the same arguments as in [18] it can be shown
that, for each first-order formula ¢(z,y) and each
large enough n, there is no tuple H of help relations,
such that ¢ defines the transitive closure over E on
(G, H), where G is just a simple path [14, Theorem
4.3]. This “static” inexpressibility result implies the
following “dynamic” inexpressibility result.

THEOREM 3.1  ([14]). REACH is not in DYNFO
with only unary auxiliary relations and one binary
auziliary relation for storing the transitive closure.

Towards a contradiction, suppose REACH can be
maintained in DYNFO under edge deletions with
unary auxiliary relations in addition to the binary
relation 7" for the transitive closure. Then the first-
order update rule for edge deletions can be used to
construct a formula ¢ that defines the transitive clo-
sure on simple paths, using unary help relations. In-
deed, let G be a simple path on nodes 1,...,n. The
help relations H can simply be chosen as the unary
auxiliary relations used by the dynamic program for
the cycle C that extends E by the edge (n,1). The
formula ¢ results from the update rule for deletions,
by replacing every atom T'(z,y) by T, since the tran-
sitive closure relation of a cycle is the full binary re-
lation. This yields the desired contradiction.

We next give an example for deriving dynamic inex-
pressibility results from circuit lower bounds.
Sketch 12:

An arity hierarchy for auxiliary relations

It is well-known that the parity of n bits cannot be
computed by constant-depth circuits of polynomial
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size [1, 21]. A less known result by Cai [4] extends
this to the presence of “helpful bits”: given n bit
strings of length n®, a constant-depth circuit of poly-
nomial size cannot compute the parity of each of these
strings even with n — 1 help bits (which may depend
on the bit stings). This result translates to first-order
logic where, roughly speaking, the help bits translate
to helpful relations: there is a query over a 6Gk-ary
schema which cannot be expressed by a first-order
formula with (k — 1)-ary help relations, for all k € N.
Again, a barrier for DYNFO follows immediately.

THEOREM 3.2 ([14, 15]). Letk > 2. Thereis a
query over a (3k+1)-ary schema which can be main-
tained in DYNFO with k-ary auziliary relations, but
not with (k—1)-ary auxiliary relations. In particular,
DYNFO has a strict arity hierarchy.

It is open whether DYNFO has a strict arity hierarchy
over a fixed schema.!?

3.2 Locality methods for restricted update rules

The above techniques work for first-order update rules,
yet only for restricted arities: for queries on graphs, we
currently only know how to prove barriers with respect
to unary auxiliary relations. We now present a tech-
nique that allows proving barriers for high-arity auxil-
iary relations, yet it can only be applied to quantifier-
free update rules and slight extensions thereof.

Quantifier-free update rules might seem unreasonably
weak, but it turns out that they are not entirely power-
less. As an example, in Sketch 1 we showed how reacha-
bility on directed graphs can be maintained under edge
insertions with quantifier-free update rules. Also, mem-
bership of strings in regular language can be maintained
without quantifiers [22].1!

The Substructure Method encapsulates the weakness
of quantifier-free update rules as a technical lemma. We
sketch it next and give three applications.

Sketch 13:
Barriers with the Substructure Method

The intuition of the Substructure Method is as fol-
lows: suppose S is the current state of a dynamic
program, i.e., S is a structure consisting of the input
database and the auxiliary database. When updat-
ing an auxiliary tuple ¢ after modifying a tuple d, a
quantifier-free update rule only has access to ¢ and
d.'2 Thus, if a sequence of modifications changes only
tuples from a substructure A of S, then the auxiliary

10Such a strict hierarchy has been established for update
rules without quantifiers [43, 41].

1n fact, the regular languages can be characterised by this
property.
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data of A is not affected by information outside A. In
particular, two isomorphic substructures A and B re-
main isomorphic, when corresponding modifications
are applied to them.

LEMMA 3.3 (SUBSTRUCTURE LEMMA [22, 44]).
Let P be a dynamic program with quantifier-free
update rules and let S and T be states of P with
isomorphic substructures A and B, respectively.
Then the substructures A and B are still isomorphic
after applying isomorphism-respecting changes « to
A and B to B. In particular, if P has a Boolean
relation Q) for storing a query result, then Q) has the
same value in the resulting states.

Now, to prove that a query Q cannot be maintained
with quantifier-free update rules using the Substruc-
ture Method, one can proceed as follows. Assume,
towards a contradiction, that there is a program for
Q. Then, find two states S and T of a dynamic pro-
gram with two isomorphic substructures A and B,
respectively, such that applying two corresponding
modification sequences o and  to A and B yields
one structure S’ in @ and one structure 7' not in Q.
By the Substructure Lemma, this is a contradiction.

The challenge is to find suitable structures S and
T for a query at hand. Several combinatorial tech-
niques have been used for finding such structures for
which we provide examples. The proof of the follow-
ing result combines the Substructure Method with a
simple counting argument [22, Proposition 6.2].

THEOREM 3.4. Alternating reachability cannot be
maintained with quantifier-free update rules.

By combining Ramsey’s Theorem and Higman’s
Lemma to find suitable structures with isomorphic
substructures, a barrier for REACH can be shown,
though only for restricted auxiliary relations [45,
Theorem 4.7].

THEOREM 3.5. REACH cannot be maintained with
quantifier-free update rules and binary auziliary rela-
tions.

It is open whether REACH can be maintained
with quantifier-free update rules under single edge
modifications. However, combining the Substructure
Lemma with upper and lower for Ramsey numbers,
a technique introduced in [43], it can be shown that
REACH cannot be maintained without quantifiers un-
der moderate definable changes [39, Theorem 7.3].

THEOREM 3.6. REACH cannot be maintained with
quantifier-free update rules under changes defined by
quantifier-free first-order formulas.
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4. SUMMARY AND FURTHER WORK

We have presented several DYNFO maintainability
results for the reachability query, along with the tech-
niques that are used to construct the corresponding dy-
namic programs. As discussed in Sketch 10, these re-
sults can readily be translated into maintenance results
for regular path queries. Further DYNFO maintainabil-
ity results, also for extensions of regular path queries,
are given in [42, 32, 3].

Of course, the lower bounds from Section 3 directly
hold for regular path queries. Apart from the barriers
discussed there, some further challenges become visible
when trying to construct dynamic programs for graph
database queries.

We emphasise that the maintenance results for REACH
do not imply that all NL-computable queries are in
DyYNFO, although REACH is NL-complete. This is be-
cause DYNFO is only (known to be) closed under bounded
first-order reductions and REACH is provably not NL-
complete under these reductions [35].

However, relatively easy graph queries can be shown
to be NL-complete under bfo reductions, as for example
the (a[bc])* query that selects all pairs (u,v) of nodes
such that there is an a-labelled path from u to v, and
every intermediate node on this path is the start of a
path of length 2 labelled be. This query can be defined
via nested reqular expressions [36], instead of regular
expressions used to define regular path queries.

If the (a[bc])* query is shown to be in DYNFO under
single-edge changes, then so are all NL queries. As there
are queries with much smaller static complexity than
NL which are not known to be in DYNFO [41], such a
result seems unlikely. It is not even known whether the
(albc])* query can be maintained when only insertions
of single edges are allowed.

On a more technical note, we remark that the settings
of [34] and [13] are slightly different, in that the latter
allows to change the set of nodes of the graph. It turns
out that this difference hardly matters for single-tuple
changes and only mildly for more complex changes. Main-
tainability of queries usually coincides in both settings.
We stuck here to the setting of [34], mainly because of
its simplicity.

How to approach query maintenance in DynFO?

We have seen some queries that can be maintained in
DYNFO and others where this question is open. How
should one try to find out whether a given query @
is in DYNFO? Although there is no truly systematic
approach to showing that a given query is in DYNFO,
the following guiding questions can serve as a heuristic
on how to start.

12Tn general, the database could also have some constants.

But we assume here, that it does not, for simplicity.
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(a) Is the static complexity of ) above NC?

o If this is the case, e.g. if @ is P-hard, the
chances of successfully maintaining it are low.'3

(b) Is the query hard under bfo reductions for some
class C above AC?, e.g. NL or LOGSPACE?

e If that is the case, it will likely still be difficult
to show that @ is in DYNFO, since that would
imply that all queries from C are in DYNFO.

(c) Otherwise, the methods described in this article
might be successful. Probably it does not hurt to
try the muddling technique first.

Future work

Some open questions that might be worth tackling are
the following.

OPEN QUESTION 1. Can reachability on directed graphs
be maintained with first-order update rules under changes
of polylogarithmic size?

OPEN QUESTION 2. Can minimal distances and wit-
ness paths between nodes of a graph be maintained with
first-order update rules?

OPEN QUESTION 3. Can reachability be maintained
with quantifier-free update formulas under single-edge
deletions?

Besides maintenance of reachability and related queries,
other aspects of dynamic complexity have been studied
as well. These include static analysis of dynamic pro-
grams [38] as well as connections to information extrac-
tion [20] and parameterised complexity [37].

Another exciting research question is to bridge the
gap between dynamic complexity and dynamic algo-
rithms: most of the above results are pure expressibility
results and the dynamic programs are not very efficient
with respect to their overall work. In future work we
plan to investigate under which circumstances queries
can be maintained in a work-efficient fashion.
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1. OUR VISION

The Future of Work (FoW) is witnessing an evo-
lution where AT systems (broadly machines or busi-
nesses) are used to the benefit of humans. Work
here refers to all forms of paid and unpaid labor
in both physical and virtual workplaces and that is
enabled by Al systems. This covers crowdsourcing
platforms such as Amazon Mechanical Turk, online
labor marketplaces such as TaskRabbit and Qapa,
but also regular jobs in physical workplaces. Bring-
ing humans back to the frontier of FoW will increase
their trust in Al systems and shift their perception
to use them as a source of self-improvement, en-
sure better work performance, and positively shape
social and economic outcomes of a society and a
nation. To enable that, physical and virtual work-
places will need to capture human traits, behavior,
evolving needs, and provide jobs to all. Attitudes,
values, opinions regarding the processes and poli-
cies will need to be assessed and considered in the
design of FoW ecosystems.

AT machines will become more specialized, more
closely integrated and interoperable, and will auto-
mate many otherwise trivial tasks, as well as tak-
ing over more sophisticated functions that are cur-
rently done by humans only (e.g., onboarding and
socializing). As intelligent systems are increasingly
powerful and pervasive in augmenting, supporting,
and sometimes replacing human work, making Al
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machines empower humans is necessary. This will
leave workers with more time on exercising and re-
fining human-specific skills, such as creativity and
intuition and increasing the amount of specialized,
highly-skilled work that they are able to handle by
streamlining many supporting processes. This re-
quires to rethink the design of FoW platforms to as-
sist workers in continuously acquiring and improv-
ing skills through onboarding, upskilling and work
delegation. Workers will take a more supervisory
role, both over their work as well as the performance
of AI machines that support their work, with their
feedback providing corrective input that is used to
continuously improve worker satisfaction and pro-
cess performance.

2. INTELLECTUAL CHALLENGES

IC1: Capturing Human Capabilities.

In FoW, everyone can be a worker or an em-
ployer. Workers’ perceptions of the fairness of re-
cruitment, selection, allocation, and compensation
processes will be crucial. Such perceptions must be
measured to optimize not only the computational
aspects of work, but also the human elements. This
is a case where the measurement of key variables can
be informed by social scientists and relevant the-
ories, and put into practice by the computational
communities.

New challenges at the crossroads of psychology,

SIGMOD Record, June 2020 (Vol. 49, No. 2)



social science, organization studies and computa-
tional solutions will arise. These include questions
such as the degree to which the variables captur-
ing perceived fairness and transparency affect the
satisfaction of workers and employers across differ-
ent types of work and different platforms? Which
cultural backgrounds best predict individual work
metrics, and which combinations of human traits
are predictors of collaborative work [4, 17]?

Addressing these questions will require adapting
organizational commitment frameworks to different
work contexts [1]. In particular, a major research
question concerns the validation of theories from
traditional workplaces in virtual marketplaces. From
a modeling and computational perspectives, we need
to rethink storage structures to easily update hu-
man factors, job assignment algorithms by making
them adaptive, and querying capabilities to extract
human capabilities over time. Additionally, as the
number of human factors that are relevant to opti-
mization are latent, subjective factors such as moti-
vation, collaborativeness are not easy to acquire and
learn. Current models of consent to tracking are
all-or-nothing and there may not exist a one-size-
fits-all solution. Additionally, FoW design needs to
account for legal and social expectations.

IC2: Stakeholder Requirements.

FoW platforms must allow the declarative specifi-
cation of job-related and workforce-related require-
ments. For instance, employers can only partially
specify which workers to hire for their jobs (in AMT,
they can specify a threshold for acceptance ratio but
no other conditions, in Qapa, they can specify skills,
location and qualifications but they are limited to
what the proposed form lets them specify). Workers
cannot specify which employers they want to ban (a
recurring discussion point on TurkerNation).

Employers need to specify (i) jobs, (ii) execu-
tion requirements, such as skills, knowledge, and
experiences, and (iii) delivery requirements, such
as deadlines. They should also be able to express
complex jobs requiring coordination among work-
ers [14]. They need tools to estimate the available
workforce on platforms and to predict how commit-
ment and quality level they can expect from poten-
tial workers for a given job. The diversity of jobs
constitutes a challenge in those estimations and pre-
dictions. Moreover, it is sometimes difficult for em-
ployers to translate their needs into concrete job
specifications. It may also happen that employers
obtain unexpected outputs because of some ambi-
guity in job descriptions [25], in which case, auto-
matic verification using previous practices and com-
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munication channels between employers and work-
ers, must be leveraged.

‘Workers should be able to specify jobs they want
[20] and express expected rewards, deadlines, and
required skills. They may also rely on AI machines
to request which knowledge and skills they can ac-
quire through jobs, and what sequence of jobs they
could complete to further their career.

Platforms should be able to specify how to match
workers and jobs and manage immoral jobs [8]. Some-
times, such jobs are decomposed into smaller ones,
so that each piece does not look inappropriate, and
AT algorithms for analyzing relations between jobs
posted on multiple platforms are needed.

IC3: Social Processes.

Digital labor platforms change the dynamic of
employer-worker and worker-worker relationships by
creating an anonymous mediation between them.
This weakens traditional workplace relationships.

Worker-worker and worker-employer com-
munication constitute the social life at work. Work-
ers exchange information and discuss job opportuni-
ties. They discuss with employers for clarification,
feedback and training. Improving their ability to
communicate in the workplace is essential for the
success of FoW. Given that different workplaces, be
they physical or virtual, have different credential
systems, managing the skills portfolio of workers is
a key challenge. FoW platforms should help work-
ers not only share a CV of their work (like [19])
but also transfer their portfolio in a trustworthy
manner. Additionally, onboarding for newcomers
could be fully automated through AI machines or
enabled via the ability to ask questions to more ex-
perienced workers. Upskilling is at least as impor-
tant as onboarding. This process could be realized
by Al machines that determine tutorials suitable for
precision learning but also arranging job allocations
in sequences of increasing difficulty. Prior work in
CSCW related to onboarding has shown that, for
example, retention of new Wikipedia editors is im-
pacted by welcome messages from humans but not
from bots [15].

Workers and jobs. Current platforms provide
sophisticated services for task assignment but very
little for other dimensions of task management like
task delegation, task abandonment or team forma-
tion to complete complex tasks requiring different
skills. In FoW, workers should be able to delegate
part of their jobs to other workers or to AI machines
join or leave teams of workers as they see fit. Incen-
tives for interoperability is a policy issue that we do
not address. This could be done through the market
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(as employers demand it) or through government
(when major economy like EU creates regulations).

IC4: Platform Ecosystems.
Online labor markets are pervading every domain

ranging from mobility (e.g. Uber), rental (e.g. Airbnb),

food delivery (e.g. doordash), and freelance services
(e.g. Fiverr, TaskRabbit). It is not possible for a
single platform to support all these domains. In-
stead, due to specialized requirements there are dif-
ferent platforms for each domain. Within each do-
main and across domains, these platforms have to
interoperate. That will enable different worker re-
cruitment channels to reach diverse workers [11],[2].
At any time during job completion, Al machines
should help workers if they wish to switch between
tasks.

The technical challenges of interoperability in-
clude agreeing on schemas and APIs [10]. They
should determine a class of interchangeable queries
to exchange information on workers, employers and
jobs. Such ecosystems would include (i) platforms
where the actual work is performed, (ii) platforms
similar to LinkedIn where workers can display their
completed jobs along with credentials for skills to
demonstrate their expertise, (iii) platforms for match-
ing workers to jobs scattered across other platforms,
and (iv) platforms that serve as an online water-
cooler where workers negotiate for employment ben-
efits.

IC5: Computation Capabilities.

The first computational challenge is to support
the design of adaptive utility functions and eval-
uation mechanisms, for both workers and employ-
ers, that support a variety of work types: human
services, human supervision, data analysis, content
creation, etc. These utility functions capture the
benefit of getting involved in a platform for work-
ers, employers and platforms by modeling prefer-
ences and constraints. Al machines must help in
refining them from worker activity and feedback by
leveraging methods from game theory and active
learning.

One needs to aim for a global optimization in
the long term, taking into account the utility func-
tions of workers, employers, and the platform it-
self (these utility functions potentially evolve over
time). Such optimization will be concerned with
monitoring and evaluating the long-term health of
the ecosystem, and especially in detecting and ad-
dressing bad actors. Employers may harm the plat-
form by contributing fake or malicious tasks; work-
ers may make malicious contributions, intentionally
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or unintentionally; and even the platform itself may
be guilty of bias in work assignment or validation.
Identifying such potentially harmful actions will re-
quire advancements in signal identification, outlier
detection, pattern mining, and techniques for nat-
ural language understanding. As new regulations
come into being to address such bad actors, they
will require the availability of detailed provenance
information regarding job assignment, performance
evaluation, and complaints, among others.

A central focus must be placed on efficient and in-
cremental management of the creation, storage, ac-
cess, and protection of the necessary data to enable
platform computation while respecting all stakehold-
ers’ privacy and well-being. This requires to moni-
tor and mine streaming data about workers continu-
ously and provide provenance tracking to faithfully
record who produced which data, what decisions
were made. This data will be leveraged in adapting
AT machines to evolving human traits and needs as
well as for auditing and fairness purposes.

IC6: Benchmark and Metrics.

Benchmarks and metrics for FoW will need to
be developed to measure the effectiveness of hu-
mans and work interaction at various stages such as
the discovery, matching, and interaction of jobs and
workers. We envision benchmarks that take social
and computational criteria into the metric design.
The social criteria include social impact, capital
advancement, criticality, accessibility, and robust-
ness, while the computational criteria include effec-
tiveness and efficiency. In addition, these bench-
marks should be able to assess the effectiveness of
human-human, human-machine, and human-job in-
teractions.

One of the challenges is to measure human fac-
tors, such as cognitive overhead reflecting how in-
terested workers are in their jobs, or retention which
indicates whether the jobs lead to boredom and fa-
tigue. Designed metrics may cover one or more cri-
teria. For example, precision and recall measure ef-
fectiveness, equity measures easy and universal ac-
cess to employment for a wide range of users (in-
cluding users with disabilities or without access to
mobile phones), and criticality evaluates whether a
job is time critical.

Developing benchmarks requires understanding the
context of various job marketplaces by conducting
extensive surveys, and generation of synthetic datasets
that correctly reflect real-world applications. Ad-
ditionally, benchmarks must cover diverse applica-
tions. They need to capture subjective human fac-
tors allowing deviations and reproducibility, sup-
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porting interactions of humans with the available Al
machines, and creation of adversarial benchmarks
to evaluate the robustness of the platforms. Worker
satisfaction must be assessed for continued partici-
pation of humans in the ecosystem.

IC7: Ethics.

Empowering workers and protecting their rights
and privacy should be at the heart of FoW. This
is a critical challenge since while platforms have a
global reach, policies and regulations remain local
for the most part. Advances in cybersecurity can be
used to address privacy and access control mecha-
nisms to guarantee that the right actors have vis-
ibility of the right data. Platforms should provide
different privacy settings and be transparent about
what worker data is exposed and to whom. Em-
ployers should be transparent about what the work
is for, and how the work outcome will be utilized.
They should also be able to protect their confiden-
tial information when needed. Fair compensation
for workers, including base payments, bonuses, ben-
efits and insurance should be ensured and regulated
by law. Workers should have the freedom to choose
the compensation type they deem acceptable. Fi-
nally, job allocation should be transparent, fair and
explainable by design. Worker’s sensitive attributes
that might bias the job allocation process should
be protected. Auditing mechanisms to ensure com-
pliance with fair, transparent and explainable job
allocation and compensation need to be developed
and adopted.

In terms of fairness, an interdisciplinary approach
will be required to develop novel methods to assess
and quantify algorithmic fairness in job allocation
practices. For example, looking at bias trade-offs
between fully-algorithmic vs human-in-the-loop job
allocation approaches where algorithmic bias could
be different from implicit bias in humans. This
will also result in higher levels of algorithmic trans-
parency for job allocation where decisions should be
easy to explain independently of whether they have
been made by humans or by Al machines. Processes
should be in place to specify how to best address un-
fair cases, e.g., by means of additional rewards for
workers or novel/better job opportunities. We also
envision novel methods to make job allocation dis-
tribution (i.e., the long tail effect where few workers
complete most of the available jobs) and time spent
on jobs more transparent to workers and external
actors like compliancy agents. For example, visual
analytics dashboards that communicate to workers
how much time they spent and how much money
they have earned on a platform with warnings on
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risks for addiction or unfair payments.

3. RELATED WORK

Kittur et al. discussed various challenges that
prevent crowdsourcing from being a viable career
[13]. This has inspired many follow-ups and there
has been major upheaval in online labor market-
places after [13] was published. The gig economy
has become a major source of employment in vari-
ous domains. Furthermore, [13] specifically focused
on online paid crowdsourcing such as AMT. In con-
trast, our work casts a wider net. Our proposal
affects not just a worker in AMT, a fully virtual
marketplace, but also workers in virtual/physical
labor markets such as Uber drivers and plumbers
hired via TaskRabbit and Qapa.

Social Computing Positioning. Initial work
[2010-2020] focused on obtaining reliable results from
unreliable workers or developing algorithms for in-
volving crowd workers on diverse tasks. Recently,
there has been increasing interest in making crowd-
sourcing platforms a better place for both workers
and requestors. A key issue in making crowdsourc-
ing as a viable career is low pay that is often less
than minimum wage in many jurisdictions. The
work in [23] enables a simple way that allows a re-
quester to pay minimum wage in AMT. IC7 dis-
cusses the issue of fairness from a wider lens be-
yond pay. The work in [12] surveys 360 workers
and identifies the various techniques such as the us-
age of scripts and tools that workers use to increase
their pay. IC4 discusses a working environment in
the near future where Al agents act as worker sur-
rogates to improve their experience.

Other examples in [7], [6], [5] seek to build frame-
works that enable the use of crowds to solve het-
erogeneous tasks and optimize simultaneously for
cost-quality-time. However, these are often skewed
towards one stakeholder such as an employer or
worker. In IC2, we identify mechanisms to obtain
the requirements of all stakeholders that help in the
design of equitable platforms. [22] and [19] pro-
pose alternate mechanisms for worker reputation.
In IC4, we discuss a generic approach of platform
ecosystems that allow a worker to seamlessly move
between platforms. There has been a lot of work
(e.g., [9]) on understanding the various factors af-
fecting quality of work. Recent efforts such as [3]
explore ways to improve worker’s skill development
through coaching while [21] discusses efficient mech-
anisms to teach crowd workers new skills. IC1 pro-
poses mechanisms to capture skills (among other
human factors) efficiently while IC3 talks about the
challenges of upskilling. We advocate for a ma-
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Data Modeling 1C1, IC2
Declarative Languages | IC1, IC2, IC5
Indexing IC1, IC5
Data Integration 1C4
Recommendations 1C3

Data Mining IC1
Optimization 1C3, IC4, IC5
Benchmarks 1C6
Transactions 1C4

Table 1: ICs and Data Management Chal-
lenges

jor change in how platforms are designed to enable
these.

Data Management Positioning. Since FOW
is more than just crowdsourcing, and much of the
lower-level work will be done by AI, data manage-
ment problems related to Al are a major part of our
challenges [16]. Similarly, how to enable human-
in-the-loop machine learning at scale and fully in-
tegrate it into business processes poses many data
management challenges [24].

Table 1 summarizes core data management chal-
lenges and their relationship to our ICs. Prior works
such as Deco or Qurk focused on cost based op-
timization for homogenous microtasks. While re-
cent work such as Cioppino [7] generalize them to
multiple heterogeneous tasks that run in parallel.
SmartCrowd [18] takes human factors into account
for optimization. One of the central challenges is
building a FoW platform that is modular, extensi-
ble and efficient. It must be able to leverage data
management techniques such as query optimization,
indexing for speeding up the algorithms. Incorpo-
rating a diverse set of human and Al crowd workers
requires a fundamental rethink of task assignment
algorithms. Finally, it is important to develop quan-
titative benchmarks for each of the ICs so that the
progress could be tracked.

The computational platforms necessary to sup-
port FoW will require distributed processing of trans-
parent, and immutable time stamped records of trans-
actional data. Blockchain technologies could en-
able the necessary computational artifacts to sup-
port monitor supply chains, payments processing,
money transfers, reward mechanisms, digital IDs,
data sharing and backup, copyrights and royalty
protection, digital voting, regulations and compli-
ance, workers rights, equity trading, management
of accessible devices, secure access to belongings,
etc.

As platforms become more specialized (example
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of CrowdFlower, a general-purpose platform that
became Figure Eight, solely dedicated to data gen-
eration for AI), the trend of claiming to support one
of the intellectual challenges we describe is going to
increase.
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ABSTRACT

Science is a collaborative activity by definition. Re-
search is usually conducted by several scientists work-
ing together, and this behavior has been intensified in
recent years. Furthermore, experiments are increasingly

performed in silico, which demands proper support tools.

Provenance-aware Workflow Management Systems and
script-based tools have been popular ways of running
in silico experiments, but these tools often neglect the
collaboration aspect. Even solutions that aim at col-
laborative experiments do not always address the col-
laborators’ needs. Literature shows surveys discussing
subjects related to in silico experiments. However, they
either focus on provenance collection and applications,
thus treating collaboration as just another possible ap-
plication, or focus on Workflow Management Systems,
only listing collaboration as a possible challenge. This
article surveys available tools and approaches that aim at
aiding scientists to conduct collaborative in silico exper-
iments. Particularly, we focus on challenges related to
the provenance of these collaborative experiments. We
devise a taxonomy with the aspects of collaboration in
scientific research and discuss each of these aspects. We
also identify literature gaps that provide future opportu-
nities.

1. INTRODUCTION

Scientific knowledge is built incrementally and
cumulatively. To discover something new, scientists
have to extensively study their fields to understand
the current state of the art. Additionally, an impor-
tant part of the scientific process is the communi-
cation of the work done and the outcomes reached,
which allows the scientific community to analyze
and review other scientist’s research and the ob-
tained results. This process is essential because it
allows other people to double-check the ideas, find
flaws, or reproduce the achieved results, besides en-
abling the use of acquired knowledge in future dis-
coveries [8]. Hence, collaboration plays a key role
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in scientific research and knowledge acquisition.

“Scientific collaboration can be defined as inter-
action taking place within a social context among
two or more scientists that facilitates the sharing of
meaning and completion of tasks with respect to a
mutually shared, super-ordinate goal” [54]. There-
fore, scientific collaboration occurs not only after
the publication but especially in ongoing research.
Research is usually carried out by several scientists
working together. Indeed, collaboration is often
encouraged and even required by research funding
agencies [54].

Wuchty, Jones, and Uzzi [66] analyze almost 20
million publications from the mid-50s to the early
21st century, and conclude that the production of
publications by teams of collaborators has increased
over time and that these teams have grown in size.
Also, the authors conclude that publications pro-
duced in teams usually receive more citations on
average than publications made by a single author,
even when self-citations are ignored [66].

At the same time, computer technology has ad-
vanced hugely. Computers have become cheaper
and more accessible, and computer networks have
spread all around the world. This movement pro-
duced two direct effects: (i) it allowed collabora-
tion to occur not just between people nearby but
also between people located all around the world;
and (ii) it increased the number of scientific exper-
iments conducted in silico.

In silico experiments typically demand more sup-
port from data management and software engineer-
ing tools when compared to other experiment classes
(in vivo, in vitro, and in virtuo) [60]. Workflow
Management Systems [3, 26, 67] and Script-based
systems [17, 36, 47] (referred in this work as Ex-
periment Management Systems) have been popular
ways of running such experiments. However, col-
laboration is still one of the challenges in the area
[16, 27, 31].

SIGMOD Record, June 2020 (Vol. 49, No. 2)



The data related to in silico experiments are not
limited to the results of the experiment but also in-
clude the logical sequence of performed activities;
parameters used; intermediary results of activities;
information about the execution environment; etc.
[25]. Tt is common for these data to be collected
and stored in a provenance database. Provenance
is a broad concept that can be applied in many dis-
ciplines and is usually linked to the origin of an
object or data. It can be seen as a set of meta-
data that describes not only the object or data it-
self but also the activities applied in its produc-
tion process. Bringing the concept into scientific
research, it refers to information on how the exper-
iment was performed and how the research results
were recorded [31]. This should also include records
of how the collaboration was conducted.

Provenance gathering is a common feature in many
Experiment Management Systems [3, 17, 26, 31,
36, 47, 67]. However, when focusing on collabora-
tive experiments, two challenges emerge: (C1) how
to collect provenance in a collaborative experiment
(this comprises collecting provenance of actions of
scientists that may be working in different parts of
the experiment or different geographical locations
and machines); and (C2) how provenance can be
used to make collaboration easier in this environ-
ment.

The main goal of this article is to map the state-
of-the-art approaches and provenance-aware models
that are available to conduct in silico collaborative
experiments. We aim at investigating how they ad-
dress challenges C1 and C2. To do so, we plan to an-
swer the following research questions: (R1) How do
existing tools store and collect provenance in a col-
laborative experiment?; (R2) how do existing tools
use provenance to make collaboration easier in sci-
entific experiments?. The research question R1 and
R2 are respectively linked to challenges C1 and C2.

To answer these questions, we make a snowballing
[30] based survey. We evaluate 170 publications and
select 20 approaches and 7 surveys. To be selected,
an approach has to satisfy the following criteria: (i)
has collaboration as a focus (i.e., the problem to
be solved or the subject of a survey); or (ii) has
provenance as a focus while discussing collabora-
tion features; and (iii) is in the context of in silico
scientific experiments. The surveys were used to re-
inforce this work’s motivation and as a benchmark.
From the 20 selected approaches, 15 are tools for
collaborative experiments, 2 are provenance-aware
data models for collaborative experiments, and 3
approaches present both a tool and a provenance-
aware data model for collaborative experiments.
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This article contrasts with existing surveys [6,
16, 27, 31, 37, 51, 66] as follows. This work dif-
fers from Lu and Zhang’s work [37] and Belloum
et al. [6] by bringing a more detailed and up-to-
date view of the work in the area. Besides that,
Belloum et al. discuss the challenges to support e-
science collaborative experiments with a closer look
at the experiment life cycle, but it only addresses
the tools provided by the VL-e project. Wuchty et
al. [66] aim to demonstrate that teams have been in-
creasingly dominating the scientific research in the
production of knowledge, without addressing avail-
able tools and research that helps the execution of
this type of experiment. On the other hand, David-
son and Freire [16] and Gil et al. [27] focus on the
challenges and opportunities existing in the Work-
flow Management Systems research, without detail-
ing the available tools. Other publications focus
on provenance collection and its applications, and
collaboration merely appears as one of the possi-
ble applications of provenance [31, 51]. As opposed
to that, this survey focuses on provenance-related
aspects of collaboration.

The article proceeds as follows: Section 2 presents
an analysis of the existing provenance models that
alm to precisely represent collaborative research;
Section 3 discusses some aspects of collaborative
research and proposes a taxonomy to capture the
aspects that may influence collaboration in the sci-
entific research scenario; Section 4 discusses publi-
cations and opportunities in the field; and Section
5 concludes the article.

2. PROVENANCE MODELS

Provenance is a broad concept and can be seen
from different perspectives. Ragan et al. [51] clas-
sify provenance in five types: Data provenance (the
history of changes and movement of data); Visual-
ization provenance (the history of graphic views and
visualization states); Interaction provenance (the
history of user interaction with a system); Insight
provenance (the history of cognitive outcomes and
information derived from the analysis process); and
Rationale provenance (the history of reasoning and
intentions behind decisions, hypotheses, and inter-
actions) [51].

Collaboration brings additional challenges in col-
lecting and storing provenance. The first challenge
(C1) resides in how to collect provenance in a col-
laborative experiment. It involves collecting data,
interaction, and visualization provenance from mul-
tiple devices since scientists usually work on their
workstation. Few initiatives capture provenance
from multiple devices [18, 20, 64], but they usually
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focus in high-performance settings, where a single
user executes parts of the experiment in the cloud,
cluster, or grid. This is different from having sev-
eral scientists working on their local workstations,
where there is usually no central control. Collect-
ing this provenance could be useful in several sit-
uations, such as giving credit to those involved in
the research [31], auditing the research, enabling
the reproducibility of the experiment and provid-
ing relevant information that allows each member
of a group to better understand the actions of other
members in the context of a collaborative scientific
experiment. Another challenge (C2) resides in how
to use this provenance to make collaboration easier
in a collaborative environment.

The first step to overcoming these challenges is
providing a provenance model that can properly
represent the research collaboration aspects. This
model needs to represent four main aspects [37]:
(i) Distribution (D) — Collaboration typically in-
volves resources from multiple organizations; (ii)
Heterogeneity (H) — Provenance produced by dif-
ferent workflows may have different formats. Even
those that conform to the same schema may evolve
during the experiment life cycle; (iii) Multilevel (M)
— Experiments usually have complex tasks that are
modeled hierarchically (e.g., using sub-workflows,
or by functions calling functions in a script). Al-
though this is not a specificity of collaborative ex-
periments, the provenance model should store this
hierarchy; (iv) Collaboration (C) — The model must
support new user iterations and collaboration stan-
dards, besides storing information about these col-
laborations.

The term collaborative workflow has been used
with multiple meanings in the literature. It is un-
derstood both as the collaboration between work-
flows or the collaboration between workflow users
[37]. Collaboration between workflow users is the
direct collaboration of users in the context of a sci-
entific workflow. On the other hand, a collabora-
tion between workflows refers to the indirect use of
data produced by another workflow. This suggests
an implicit collaboration, when collaboration occurs
through the data published by another researcher.

Altintas et al. [1, 2] propose the provenance
model shown in Figure 1, which is capable of cap-
turing implicit collaborations within a scientific ex-
periment. The model predicts the identification of
workflows dependency from the relations between
dataflows input and output, and also helps to iden-
tify contributions from users who collaborate on a
project based on records of past executions. The au-
thors extend OPM (Open Provenance Model) [44]
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Figure 1: An abstract model of collabora-
tive provenance nodes and dependencies us-
ing the extended Open Provenance Model [2]

to record user interactions when publishing data
and workflows, which is essential for identifying the
various types of user collaboration. This model ex-
plicitly represents collaboration amongst wusers
(agents w; in the figure) and which users were re-
sponsible for each run of the experiment (r; in the
figure). According to Ragan et al.’s classification
[51], it captures data and interaction provenance.
The approach also proposes a query language, which
is an extension of the QLP (Query Language for
Provenance) [5].

Missier et al. [43] propose a model that facili-
tates the sharing of provenance in collaborative en-
vironments. The model aims to provide end-to-end
support for implicit collaborations. The approach
treats sharing as an action from which provenance
has to be preserved, i.e., the focus is to register
the provenance of the data sharing process. To do
so, the model adds new information to provenance
traces, stitching common parts of those traces. With
this, the model can represent cases when scientists
use data that was produced by another scientist’s
workflow, even when they come from heterogeneous
workflow systems. This model can represent data
and interaction provenance [51].

Zhang et al. [68], Confucius [70], and ProvDB
[41] present provenance models and tools that track
collaboration provenance. Zhang et al. [68] propose
the Collaborative Provenance Model (CPM), which
is an extension of PROV-DM (PROV Data Model)
[45]. Figure 2 shows that the model explicitly rep-
resents Person and Group of Person (a collaborat-
ing group), besides versions of Workflow, Processor,
and Data Links. Tt also captures which user oper-
ates which workflow version, process version, and
data link version. The model captures data and
interaction provenance [51].

Confucius [70] introduces a provenance ontology
(Figure 3). The ontology aims at supporting the
capture and record of scientific workflow compo-
sition and user interactions during the process of
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Figure 3: Collaborative workflow composi-
tion provenance ontology [70]

a collaborative workflow composition. The prove-
nance is stored in a provenance repository on the
central node of Confucius. Note that the ontology
can represent workflows and their components, and
roles of people in the collaboration groups. As for
Ragan et al.’s classification [51], this model can rep-
resent data and interaction provenance, besides the
remaining types through annotations.

ProvDB [41] proposes a provenance model with
a schema-later approach, providing a base schema
that can be extended by arbitrary properties as key-
value pairs (Figure 4). Note that these values can be
complex, such as a JSON document. The informa-
tion to the base schema is collected through Git and
the built-in ingestors, and additional information
can be added through custom ingestors or by user’s
annotations. When the user runs a command using
ProvDB, the system verifies the registered ingestors
and executes them. The ingestors can analyze the
before- and after-state of the artifacts produced by
the command to generate provenance information
about the executed command. The model deals
with data and interaction provenance [51] and can
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Figure 4: ProvDB Conceptual Data Model
[41]

deal with all other types of provenance using the
ingestors.

Table 1 summarizes how each model supports the
collaboration aspects mentioned at the beginning
of this section. All the models present limitations
when representing some aspects of collaboration.
Altintas et al. [1, 2] present a model capable of
capturing user collaborations but lack support for
the other analyzed items. Confucius [70] and CPM
[68] do not adequately treat the heterogeneity of
collaboration, not being able to deal with different
workflow formats. Confucius also does not deal with
workflow evolution. Missier et al. [43] present limi-
tations in dealing with workflow evolution and rep-
resenting the multilevel hierarchy. ProvDB [41] is
the only one providing support for all the analyzed
aspects, but it does that making use of extended
properties in a key-value schema. Regarding Ra-
gan et al.’s [51] classification, only Confucius and
ProvDB can capture all types of provenance, but
they do that by using annotations or extended prop-
erties. This kind of schema could make things hard
and inefficient to query. Another important aspect
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Table 1: Summary of the Collaborative Provenance Models

Provenance Model Provenance Types [51] D AspectsHof Collaboratllt\)/ln c
Altintas et al. [1, 2] Data; Interaction No No No Yes
CPM [68] Data; Interaction Yes Evolution Only Yes Yes
Missier et al. [43] Data; Interaction Yes Different schema only No Yes
Confucius [38, 61, 67, 70] All* Yes No Yes Yes
ProvDB [41] All* Yes*® Yes* Yes* Yes

*Modeled as extended properties

is that the models just provide a form of storing
the information generated in collaborative research
and do not necessarily provide a way of collecting
them. We also notice that the models supported
by a tool [41, 68, 70] can store some provenance on
collaboration, but the tool may not fully capture it.

In this section, we show several provenance mod-
els that are able to store in part (or in total) collab-
oration aspects of scientific experiments. However,
in order to properly answer our two research ques-
tions, we need more insights. In the next section,
we discuss how the existing approaches capture and
use this information to foster collaboration.

3. COLLABORATION IN SCIENTIFIC
RESEARCH

Scientific research is a complex activity per se,
and collaboration in this environment becomes a
challenging task. To better understand these chal-
lenges, we independently analyze the aspects that
may influence collaboration in the scientific research
scenario. We develop a taxonomy (Figure 5) by ex-
amining the 20 approaches we selected, capturing,
and categorizing their similarities and differences.
We then standardize and enrich the categorization
based on other publications [39, 50, 53].

The first branch of the taxonomy is Ezperiment
Phases, which is defined in different ways by differ-
ent authors [6, 39]. In this survey, we use the classi-
fication proposed by Mattoso et al. [39], where sci-
entific experiments go through three phases: compo-
sition, execution, and analysis. During composition,
scientists structure and configure the entire experi-
ment, establishing the logical sequence of activities,
the type of input data to be provided, and the type
of output data. During ezxecution, scientists ma-
terialize the experiment, define the required input
data to run the experiment, trigger its execution
(usually carried out by an Experiment Management
System), and get the results to be analyzed. Dur-
ing analysis, scientists study the gathered data from
prior phases [39] aiming at proving or refuting their
hypothesis. Each of these experiment phases may
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involve different forms of collaboration, as discussed
in Section 3.1. Provenance plays an important role
in each phase, so it is important to keep track of all
the user interaction and data transformations on a
provenance database.

The second branch of the taxonomy regards the
temporal aspect of collaboration. This aspect is re-
lated to the experience of time and the temporal
organization of activities [53]. In a collaborative
environment, some tasks need to be synchronized,
while others can be done asynchronously. Section
3.2 analyzes if and how existing approaches allow
collaborative tasks to occur in real-time or asyn-
chronously.

The third branch is concurrency control, which
has been extensively studied in the context of data-
bases [52, 15, 23], operating systems [58], and soft-
ware development [55, 9, 40]. Although the conduc-
tion of scientific experiments has its peculiarities,
the taxonomy uses ideas that govern version control
systems once the problems that may arise when ac-
cessing a resource during an experiment resembles
the ones that are dealt with by such systems. There
are two main concurrency control policies to allow
simultaneous work on version control systems: op-
timistic and pessimistic policy [50]. In pessimistic
policies, the artifact that needs to be accessed by
several users is restricted to be changed by a sin-
gle user at a time (i.e., the artifact is locked to a
specific user and is only released when the interac-
tion is finished). In optimistic policies, artifacts can
be updated in parallel, and users need to merge the
changes when conflicts occur. Each of these policies
has advantages and disadvantages, and the choice
of the most appropriate policy depends on the con-
currency frequency, as well as the effort required to
merge the artifacts [50]. Section 3.3 discusses how
existing approaches deal with concurrency control.

The fourth branch of the taxonomy regards the
sharing of conceived ideas as well as results and ex-
periments. This allows other researchers to develop
new research using these ideas [8]. Although this
process is practically mandatory in research, there
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is a considerable variation in what is shared, which
may facilitate or hinder the research reuse. Some
forms of sharing within research would be knowl-
edge sharing, as in publications; data and models
sharing, such as sharing a database obtained after
some research; and physical resources sharing, such
as what happens in the case of institutions sharing
a supercomputer. For these different types of shar-
ing (in particular, knowledge, data, or models) to
succeed, provenance data is crucial. Without it, the
shared information comes out of context and may be
useless. Section 3.4 evaluates which of these sharing
forms the existing approaches are prepared to deal
with, and how this occurs.

Note that all branches of this taxonomy are con-
nected to challenges C1 and C2. They need to
be taken into consideration both when collecting
provenance (C1) and using this provenance to make
collaboration easier (C2). Note also that all branches
of the taxonomy are related to data and interaction
provenance [51].

Table 2 presents the selected approaches and clas-
sifies them according to our taxonomy. This clas-
sification considers the aspects addressed in each
approach and not the solution maturity of a spe-
cific aspect. Thus, two solutions can be equiva-
lently classified, but this does not mean they have
the same robustness level. We also evaluated if
these tools collect provenance and, when it is pos-
sible, classify which type of provenance these tools
support. On the next subsections, we detail each
of the taxonomy branches and how the surveyed
approaches fit them, besides briefly discussing the
provenance support of those tools.

3.1 Experiment Phases

Most of the approaches tackle collaboration in the
composition phase, while the execution and analysis
phases have been receiving less attention.
Composition. This phase has two sub-phases:
conception and reuse [39]. Conception aims at pro-
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ducing a high-level representation of the scientific
experiment protocol, which is afterward refined and
instantiated as a concrete implementation [39] in
the form of a workflow or script. Reuse consists of
retrieving an existing component and adapting it to
a new purpose [39)].

Some proposals support the conception sub-phase
[26, 22, 68, 70, 32, 46, 41, 13]. VisTrails [26] is
a provenance-aware Workflow Management System
that implements support for the collaborative com-
position of the workflow. Ellkvist et al. [22] and
Zhang et al. [68] introduce VisTrails extensions
that unleash real-time collaboration on the com-
position phase of the experiment. Confucius [70]
extends Taverna [32] to allow the collaborative com-
position of workflows by using a client-server archi-
tecture that communicates using a service-oriented
architecture and XML messages. Mostaeen et al.
[46] propose a fine-grained lock scheme that aims
to increase efficiency in workflow conception by re-
ducing the waiting time for lock release. ProvDB
[41] uses Git to allow the user to collaborate on ex-
periment conception. It also enriches the informa-
tion collected using ingestors. CoCalc is a virtual
workspace for calculations, research, collaboration,
and for authoring documents [13], which provides a
web portal where scientists can share files with mul-
tiple collaborators. This includes Jupyther note-
books, where multiple scientists can simultaneously
edit scripts in real-time.

Regarding the reuse sub-phase, many of the se-
lected publications focus on the sharing aspect, thus
allowing scientists to share a component, a work-
flow, or a dataset with their peers. That is the
case of CAMERA [4], e-ScienceNet [12], myExper-
iment [28], OpenML [62], Dataverse [35], Collabo-
rative PL-Science [48] and ViroLab [7]. ViroLab [7]
provides a way for sharing script components of a
workflow. The remaining approaches focus on ex-
periments represented as workflows.

Execution. RASA [42] is the only solution that
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Table 2: Aspects of Collaboration in the surveyed Approaches

A h Aspects of collaboration
pproac Experiment Temporality Concurrency Sharing Provenance
Phase Control Support
Confucius [38, 61, Composition Asynchronous; Pessimistic Data and models Data;
67, 70 Real Time Interaction
myExperiment [19, Composition Asynchronous N/A Data and models; Yes**
28, 29] and Analysis Knowledge
CAMERA [4, 57] Composition Asynchronous N/A Data and models; Yes**
and Analysis Knowledge
e-ScienceNet [10, 11, Composition Asynchronous N/A Data and models; No
12] Knowledge
Collaborative Composition Asynchronous N/A Data and models; No
PL-Science [48] and Analysis Knowledge
Ellkvist et al. [22] Composition Real Time Optimistic Data and models Data
VisTrails [26] Composition Asynchronous Optimistic N/A Data
NoCoV [63] Analysis Asynchronous; N/A N/A No
Real Time
RASA [42] Execution Asynchronous N/A Physical resources No
Wood, Wright, and Analysis Real Time N/A N/A No
Brodlie [65]
ViroLab [7] Composition Asynchronous N/A Data and models Yes*
J. Zhang et al [68] Composition Real Time Pessimistic Data and models Data;
Interaction
Mostaeen et al. [46] Composition N/A Pessimistic N/A No
ProvDB [41] Composition Asynchronous Optimistic Data and models Data;
Interaction
Dataverse [35] Composition Asynchronous N/A Data and models Yes**
and Analysis
OpenML [62] Composition Asynchronous N/A Data and models No
and Analysis
CoCalc [13] Composition Asynchronous; Optimistic Data and models; Data;
and Analysis Real Time Knowledge Interaction
Sumatra [17] Analysis Real Time N/A Data and models Data

*No details are provided to correctly classify which provenance types are collected

**Stores data collected by other tools

addresses collaboration in the execution phase of
the experiment. RASA is a framework that coor-
dinates the use of scientific instruments, being able
to dynamically adapting workflows during the ex-
periment execution according to the needs of the
scientists and the equipment.

Analysis. The analysis phase has three sub-phases:
query, visualization, and discovery [39]. During Que
ry, scientists can relate data and extract informa-
tion of both the experiment results and provenance
data. Visualization simplifies the analysis of large
volumes of raw data. Data is often projected in
graphs or maps to simplify the identification of pat-
terns and the reasoning over the data. During dis-
covery, scientists evaluate query results and visual
data to draw conclusions about the entire experi-
ment, aiming at checking if the hypothesis is likely
to be correct or if it should be refuted. For this,
scientists must analyze the experiment as a whole,
including all the executions of the experiment (tri-
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als) [47].

OpenML [62], CAMERA [4] and myExperiment
[28] provide query support. They offer a mecha-
nism for sharing not just the workflow components
but also other data, such as results and provenance
datasets. The myExperiment platform also allows
scientists to interact with each other and discuss the
shared results. These approaches support the dis-
covery sub-phase since they provide a mechanism
to analyze and discuss the experiment as a whole.
Although not described in the paper [17], Sumatra
provides some support to collaboration [56]. It al-
lows different users to share the same provenance
database and provides some query features to sup-
port the query sub-phase.

NoCoV [63] and Wood, Wright, and Brodlie [65]
support the wvisualization sub-phase. NoCoV (Noti-
fication-service-based Collaborative Visualization)
uses a client-server architecture to provide mech-
anisms for the collaborative visualization of experi-
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ment data. The pipeline controller (server) is re-
sponsible for synchronizing the clients’ visualiza-
tion, and multiple clients can connect to it simul-
taneously. The clients could be a pipeline editor
(which can update the visualization pipeline) or a
parameter control client (which can only adjust vi-
sualization parameters). Wood, Wright, and Brodlie
[65] propose a collaborative approach on top of IRIS
Explorer [24] that allows multiple scientists to in-
teract over a visualization collaboratively.

CoCalc [13] supports the query, discovery, and vi-
sualization sub-phases. It allows scientists to query
the results of the experiment and its history, be-
sides other data. Scientists can also visualize the
results using Jupyther notebooks and libraries, such
as matplotlib. They can also use chat rooms to dis-
cuss the experiment and reason about it.

Dataverse [35] focuses on creating an infrastruc-
ture to share datasets related to scientific publica-
tions. It provides the data to be used in the query,
discovery, and visualization sub-phases, although it
does not explicitly deal with them.

3.2 Temporality

Starting with the approaches that implement
asynchronous interactions, CAMERA [4], myEx-
periment [28], e-ScienceNet [10], Collaborative PL-
Science [48], ViroLab [7], Dataverse [35] and
OpenML [62] provide solutions focused on the shar-
ing of data and components, where a scientist can
publish workflows, components or datasets. These
published artifacts become available for other sci-
entists to reuse them asynchronously. On VisTrails
[26], each version of the workflow is treated as a
node in a version tree. Nodes are never modified
or deleted (each modification generates a new node
in the tree). To collaboratively compose a work-
flow, scientists can asynchronously work in their lo-
cal copy of the workflow and synchronize it with
another scientist’s copy when needed. However, if
two scientists modify the same workflow before syn-
chronizing it, this generates multiple disjoint ver-
sions, which can be problematic since the changes
could be complementary. When this occurs, the
scientist should re-implement part of the workflow.
ProvDB [41] is a client-server application that uses
Git to support version management tasks as well
as distributed and decentralized management of in-
dividual repositories. Each user makes the neces-
sary modifications to her local repository and, asyn-
chronously, synchronizes them using Git.

We have also identified several proposals that pro-
vide real-time collaboration. Ellkvist et al. [22]
implement a solution based on a client/server ar-
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chitecture, where the server is a MySQL database,
and the client is a modified version of VisTrails,
that consists of a mechanism to unleash real-time
collaboration during workflow composition. The
server is used as a shared database to synchronize
the versions among the scientists. When one scien-
tist makes a modification, it is saved on the shared
database and the other clients are automatically no-
tified to update their local versions. Although im-
plemented in VisTrails, the authors argue that their
solution could be implemented in other provenance-
aware Workflow Management Systems. Zhang et al.
[68] also implement a plugin to VisTrails, which al-
lows any changes made by one scientist to be imme-
diately reflected on all other collaborators’ screens.
The approach communicates with VisTrails through
third-party packages and the VisTrails API. It uti-
lizes Git to provide a new version tree over the ex-
isting VisTrails History View. Wood, Wright, and
Brodlie [65] present a real-time approach based on
a client-server architecture, which allows scientists
to visualize an experiment collaboratively. Users
can share and alter visualization parameters and
visualization pipelines so they can see other users’
changes in real-time. Participants may also discon-
nect single modules from their group to allow peri-
ods of independent work on a subset of the pipeline
while remaining in contact with the rest of the ses-
sion. Sumatra [17] provides a way of sharing the
provenance database in real-time. The information
is shared as soon as it is collected. However, the
solution still has several limitations and, in some
scenarios, even data loss is possible.

Three solutions work in both real-time and asyn-
chronous scenarios. Confucius [70] provides a so-
lution inspired by a protocol of human communi-
cation called Robert’s Rules of Order, which is a
set of rules created by Henry M. Robert in 1876
to run effective and orderly meetings with maxi-
mum fairness to all members [33]. Confucius im-
plements that with a locking strategy that controls
which scientist has the right to interact at a given
time in a real-time collaboration session. Confucius
also maintains a database on the central node that
is used for storing provenance of collaboration and
workflow evolution, which allows asynchronous col-
laboration. NoCoV [63] is implemented in a service-
oriented architecture that uses notification Web ser-
vices to synchronize clients and server. When some-
one alters the visualization pipeline, the pipeline
controller notifies other clients, so everyone sees the
same visualization in real-time. To transmit in-
formation between the pipeline controller and the
client, it uses skML [21], an XML-based dataflow
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description language. NoCoV uses the stateful Web
Services provided by GlobusToolkit 4 (GT4) [59].
Using this stateful feature, the state of the pipeline
is persisted and users can retrieve the saved pipeline
to continue the work of other users, thus achieving
asynchronous collaboration. CoCalc [13] provides a
solution based on a web portal where scientists can
simultaneously compose scripts in real-time. All
changes are immediately synchronized with others.
It saves files and data in its cloud infrastructure,
so scientists can leave the session and rejoin when
needed (allowing asynchronous work).

3.3 Concurrency Control

All approaches providing a mechanism for con-
currency control focus on the composition phase of
the scientific experiment.

Starting with the approaches that implement the
pessimistic policy for concurrency control, Confu-
cius’ authors [70] treat the concurrency control prob-
lem as they would treat it in a face-to-face activity.
A central node is needed for the collaboration to
occur. A group is registered on this node, and the
person responsible for registering the group is au-
tomatically assigned as the group moderator. The
moderator is responsible for shift control, which is
the definition of which group member is allowed to
change the workflow at a given time. There is an
algorithm for automatically granting and releasing
the right to the shift, but the moderator can inter-
vene by taking the right to the shift. Confucius also
considers that workflow development can last for
long periods in an asynchronous form and, in this
scenario, workflow level locking may not be appro-
priate. Therefore, Confucius blocks smaller build-
ing blocks. Thus, several scientists can change the
same workflow at the same time. Confucius estab-
lishes that the smallest building blocks are tasks and
data channels, that in Taverna are called processors
and data links, respectively. Confucius introduces
the concept of synchronization area “that represents
a conceptual area in a shared scientific workflow,
which allows only one collaborator to work on it at
a given time” [70]. When the user starts to mod-
ify a data link, the synchronization area is the data
link itself. When the user locks a processor, the
synchronization area is the processor and all the
fan-out data links of the processor. Zhang et al.
[68] also implement a pessimistic collaboration pro-
tocol based on Robert’s Rules of Order. The pro-
tocol is fully described in [34, 69]. Mostaeen et al.
[46] analyze the existing locking schemes in terms
of concurrency control on the composition of work-
flows. The approach presents a pessimistic strategy
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of fine-grain locking in scientific workflows. The
lock is done for a single user but at the attribute
level, while other approaches use turns or module
level locking. The main benefit here is to reduce the
waiting time for a lock since smaller portions of the
workflow are locked for each modification.

Only four approaches implement the optimistic
policy for concurrency control. Ellkvist et al. [22]
and VisTrails [26] present an optimistic lock ap-
proach that creates different branches in the ver-
sion tree in the case of simultaneous changes. Al-
though VisTrails presents a mechanism for merging,
it merges two version trees of different files and not
two branches of the same version tree. If the sci-
entists want to keep both of the changes, they will
have to use the diff functionality to better under-
stand what has changed and to replay the changes
manually. VisTrails also has a functionality called
’analogy’ that could help on the process: given two
versions of a workflow, VisTrails can automatically
detect their differences and apply those differences
to another workflow version. Ellkvist et al.’s pro-
posal [22] is built on top of VisTrails, and although
it adds support to real-time collaboration, it uses
the same concurrency control approach of VisTrails.
ProvDB [41] also works on the idea of immutable
versions, in which any update will result in a new
version. In Cocalc [13], the whole experiment envi-
ronment is cloud-based. All changes are made di-
rectly in the cloud and synchronized with the online
scientists’ browser — there is no lock.

3.4 Sharing

Most of the approaches providing sharing features
allow the sharing of data and models. That is the
case of e-ScienceNet [12], ViroLab [7], myExperi-
ment [29], CAMERA [4], Dataverse [35], OpenML
[62], ProvDB [41], Zhang et al. [68], Ellkvist et
al. [22], Confucius [70], Collaborative PL-Science
[48], CoCalc [13] and Sumatra [17]. ProvDB [41],
Zhang et al. [68], Ellkvist et al. [22], and Confu-
cius [70] work with a centralized database for the
experiment, which stores the provenance collected
from the collaborative experiment and makes this
information available to the involved scientists. Vi-
roLab [7] addresses the issue of sharing code blocks
for reuse. The approach also mentions the persis-
tence and sharing of provenance but does not pro-
vide details on what kind of provenance information
is stored and shared. Sumatra [17] provides a way
of sharing a provenance database between multiple
scientists.

Roure, Globe, and Stevens [19] argue that one of
the barriers of workflow reuse is on how the knowl-
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edge about the workflow could be transmitted to
potential users. That challenge can be minimized
by the distribution of other documentation data in
addition to the workflow definition. Most of the ap-
proaches try to increase collaboration by adding the
possibility of sharing knowledge. That is the case
of e-ScienceNet [12], myExperiment [29], CAMERA
[4], Dataverse [35], CoCalc [13], and Collaborative
PL-Science [48]. Pereira et al. [48] propose the Col-
laborative PL-Science, an extension of PL-Science
[14]. Tt aims to facilitate the reuse of components in
the construction of scientific workflows, thus com-
bining models and knowledge sharing. The idea is
that adding information that helps to understand
published artifacts facilitates reuse. The approach
uses ontologies to enrich the information of shared
objects. CoCalc [13] allows the sharing of a great
variety of files, including scripts in multiple pro-
gramming languages. It also allows the sharing of
documentation that can help scientists to better un-
derstand what has been made on the experiment
and help them to better use the shared data and
scripts. e-ScienceNet [12] is another approach that
allows both the sharing of data and models and also
knowledge. It differs from other approaches because
it presents a peer-to-peer solution for sharing the
experiment results and models without the depen-
dency of a central server.

Some publications explore the creation of portals
for sharing data and reusable components in re-
search, where it is common to share scientific work-
flows. Goble and Roure [29] propose myExperi-
ment, a social network for scientists focused on work-
flow-related issues. It allows the sharing of the
workflow itself as well as other metadata, such as
provenance logs, besides enabling researchers to in-
teract using the tool, commenting, and discussing
the shared resources. CAMERA [4] also focuses on
the sharing of scientific workflows and provenance
logs. The tool works exclusively with Kepler [3]
workflows and allows the execution of the experi-
ments within the portal. OpenML [62] is focused
on the machine learning community and provides
a portal to share datasets, algorithm implementa-
tions, and workflows. It also presents a Web API,
which allows users to interact with the portal in
a programmatic form, and ways of sharing scien-
tific tasks and receiving other scientists’ collabora-
tion. Dataverse [35] provides a Web infrastructure
to share datasets related to scientific publications.
The main idea is that sharing the datasets may in-
crease the reproducibility of experiments, and, as
a counterpart to the authors, it may increase the
number of citations of the related publications [35].
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RASA [42] is the only approach that focuses on
sharing physical resources. The approach provides
a framework for coordinating the use of scientific
instruments. The idea is to provide a mechanism
to dynamically modify workflows depending on the
needs of the requester scientist and the particular-
ities of the equipment, and also the knowledge of
the equipment operator.

3.5 Provenance Support

As seen in Table 2, many of the tools do not
collect provenance. Although ViroLab [7] provides
some provenance support, it does not give details
on what is stored. Dataverse [35], CAMERA [4],
and myExperiment [19] provide support for stor-
ing and sharing provenance data collected by other
tools. CoCalc [13] collects interaction provenance
through the log of the activities executed by scien-
tists, but this unstructured information is hard to
query. VisTrails [26], Ellkvist et al. [22], and Suma-
tra [17] can capture data provenance from multiple
users in their local stations and consolidate them in
a single database, but those databases do not prop-
erly represent collaboration aspects of the research
covered by Section 2, thus collaboration provenance
is not included. Zhang et al. [68], Confucius [38, 61,
67, 70], and ProvDB [41] provide data and interac-
tion provenance support, and use the collaboration-
aware provenance models described in Section 2.
The models proposed by Confucius and ProvDB
need extended properties to represent some collab-
oration aspects, but the tools proposed by those pa-
pers are not able to capture these properties. Thus,
there is a difference between the provenance types
represented by the models and those supported by
the tools.

4. DISCUSSION AND OPPORTUNITIES

Figure 6 shows a timeline that helps understand
how research has progressed in this field. Some of
the publications are highly related and represent the
evolution of the same research. In such cases, we
treat them in a consolidated manner, thus linking
these publications in the figure and handling them
as a single approach. This topic has received much
attention in recent years, but there are still some
gaps to be further explored. In this section, we
classify the selected approaches, answer the research
questions introduced in Section 1, discuss the gaps
that still exist, and present opportunities derived
from those gaps.

R1: How do existing tools store and collect
provenance in a collaborative experiment?
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Figure 6: Timeline of selected publications

To answer this question, we analyzed the available
models for storing provenance in collaborative en-
vironments. Although significant progress has been
made with those models, all of them present lim-
itations (they do not deal with different workflow
formats, or do not deal with workflow evolution).
Models that can represent all the aspects we an-
alyzed do so by using extended properties, which
makes them difficult to query.

Regarding the available tools and how they col-
lect provenance: Some tools (Dataverse [35], CAM-
ERA [4], and myExperiment [19]) just provide stor-
age for provenance, but do not collect it. Other
tools (VisTrails [26] , Ellkvist et al. [22], and Suma-
tra [17]) provide a way of consolidating the prove-
nance collected from different users but lack support
for other collaboration aspects. Finally, a few tools
(Zhang et al. [68], Confucius [38, 61, 67, 70], and
ProvDB [41]) use collaborative aware provenance
models but still present some limitations.

R2: How do existing tools use provenance to
make collaboration easier in scientific experi-
ments? We conclude that the surveyed approaches
fail to use the collected provenance to support the
collaboration. Although Confucius [70], Zhang et
al. [68], and ProvDB [41] are capable of collect-
ing provenance of the collaboration process, they
do not propose forms of using that valuable data to
increase the efficiency and awareness of the process.

As illustrated in Table 2, most of the approaches
support the composition phase of the experiment
life cycle (especially the conception sub-phase).
However, they are mostly based on Workflow Man-
agement Systems and ignore the fact that many sci-
entists use scripts in their experiments [49]. The
only approaches that support experiments repre-
sented as scripts are ViroLab [7], Sumatra [17], Co-
Calc [13], and ProvDB [41]. However, ViroLab only
addresses the reuse sub-phase of the experiment
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composition. Sumatra fully delegates the script com-
position to Git and presents several limitations for
the shared provenance storage, such as a possible
data loss depending on the network connection. De-
spite being quite complete, CoCalc [13] demands
the scientist to be online in order to work, and that
she works on the browser, which can be a tough
change in the workspace, tools, and IDEs that the
scientist is used to. It is possible to run applica-
tions from the CoCalc portal, but this is not the
same as running them from the scientist’s machine.
It also presents several limitations on free accounts.
Another point worth mentioning is that it does not
properly capture the provenance of the experiment.
It presents features like ”time travel” and ”log” that
let users see the history of the files and activity on
the project, but it is very high level and may not
be enough to guarantee the reproducibility of the
experiment, for example. ProvDB uses Git to han-
dle version management and a provenance ingestor
framework to capture other provenance data, but it
is highly specialized in data science problems and is
not well prepared for a general-purpose experiment.

Although versioning tools handle several collab-
orative needs of script building, they are software
development tools that do not address specific prob-
lems in scientific research. These tools will not pro-
vide provenance capture and analysis support by
default. Provenance is not just related to the ob-
tained results but also the input data, intermedi-
ate results, etc. Trying to deal with this complexity
without the proper tooling support could take much
effort from the scientists and steal the energy that
should be spent on research. Although ProvDB con-
siders these challenges, it depends on the scientist
being able to access an external tool (Git), a specific
OS (UNIX), and demands the creation of ingestors
to capture some provenance aspects. ProvDB is also
focused on a specialized type of experiment (data
science analysis), and does not address awareness
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during collaboration. Thus, we must investigate
and design provenance-aware tools that can
handle composition, execution, and analyses
of generic script-based experiments collabo-
ratively, increasing the awareness of users
during the process at the same time.

The execution phase also lacks support. We could
find only one approach that supports collaboration
in this phase of the experiment life cycle. RASA
[42] supports the execution phase by controlling ac-
cess to physical resources such as equipment. Pro-
viding provenance-aware support of the execution
phase is crucial in collaborative experiments, since
without it, important aspects of the collaboration
may be lost. In fact, for reproducibility purposes, it
is crucial to know which user executed each part of
the experiment, where and under which conditions.
Thus, the support for the collaborative execu-
tion of scientific experiments needs more in-
vestigation.

Some approaches support the analysis phase of
experiments. Most of them allow scientists to com-
ment on the experiment structure or results. Some
approaches [7, 26, 41, 70] provide provenance gath-
ering of the collaborative experiment that could help
the analysis of the experiment. However, they do
not provide a clear way to collaborate throughout
the analysis, so they were classified without this
phase of the life cycle in Table 2.

Temporality is well explored, with several
approaches supporting asynchronous or real-time
interactions. However, some features could be im-
proved. When conducting an experiment in groups,
it is important to know what happened in the ex-
periment while scientists were offline, who did what,
and in which part of the experiment (interaction
provenance). It is also important to know if there
is anyone online and in which part of the exper-
iment they are working at. Although some tools
let the users query for some of that information,
it would be desirable that such information would
be automatically shown to users, depending on the
context of the experiment. Thus, an interesting
issue to examine will be ways of increasing
the awareness of the scientists about the ac-
tions of their collaborators.

As for concurrency control, most of the approaches
use a pessimistic locking scheme. Pessimistic lock-
ing may work well in real-time scenarios, but it can
be quite troublesome for asynchronous collabora-
tion. VisTrails [26] and Ellkvist et al. [22] are the
only solutions that work with an optimistic lock-
ing scheme, but they do not implement a merg-
ing mechanism capable of merging two workflow
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branches. Although VisTrails diff and analogy func-
tionalities could help to merge two branches, they
impose some additional steps for such a task and
lack some basic merge functionalities like conflict
resolution. Thus,we need tools that work with
optimistic locking and provide complete merge
support in the composition of workflows.

Also, in a collaborative environment, some col-
laboration tasks may perform better if treated with
a pessimistic locking policy while others will bene-
fit from an optimistic approach [50]. In experiments
with files that are difficult to merge, scientists could
opt to work with a pessimistic policy, while in oth-
ers they may prefer to work with an optimistic one.
Existing tools only implement one of the policies, so
if scientists want to use this tool, they are forced to
use the implemented policy. Scientists must have
the flexibility needed to interact in a way that is
more appropriate to the use case in hand. Thus,
tools that allow scientists to choose the more
appropriate lock policy are needed.

Sharing is well covered in the literature with a
wide range of available solutions. Solutions address
centralized sharing as well as peer-to-peer sharing,
besides providing mechanisms for commenting and
enriching the shared artifacts, making them easier
to use. We believe that, in this aspect, there is no
clear gap in the available tools.

We end up finding that none of the available tools
are capable of using provenance to make collabora-
tion easier in scientific experiments (related to R2).
So, there is a need to investigate how to use
the captured provenance to make collabora-
tion easier in scientific research.

S. CONCLUSION

Scientific research is frequently collaborative and
also conducted in silico. Although this is very pos-
itive for science, it brings several challenges. To
better understand the challenges and evaluate the
literature on the subject, this article presents a sur-
vey on collaboration in in silico scientific research.
In this survey, we map the available tools and the
state-of-art of research on collaborative experiments
conducted in silico. We propose a taxonomy and use
it to classify the existing tools and discuss opportu-
nities based on the gaps we identified. We believe
that a more systematic review process could find
new articles and enrich the obtained results. How-
ever, we believe we cover a large part of the publi-
cations on the topic, and our findings at this stage
can be useful and generate insights to researchers
interested in this topic.
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Susan Davidson Speaks Out on
Collaborating with Other Research
Areas and Balancing Work and Family

Marianne Winslett and Vanessa Braganholo

Susan Davidson
https://www.cis.upenn.edu/~susan/

Welcome to ACM SIGMOD Records series of interviews with distinguished members of the database community. I'm

Marianne Winslett, and today we're at the 2017 SIGMOD and PODS conference in Chicago. I have with me Susan
Davidson, who's a professor at the University of Pennsylvania. Sue is an ACM Fellow, a Corresponding Fellow of
the Royal Society of Edinburgh, and the recipient of the 2017 IEEE Technical Committee on Data Engineering Impact
Award. Sue has served as the chair of her department, Deputy Dean of the School of Engineering and Applied Science,

a member of the NSF Cise Advisory Committee, and as the chair of the Computing Research Association. Sue’s Ph.D.

is from Princeton University. So, Sue, welcome.
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Thank you, Marianne.

There’ve been many decades of work on data
provenance, but no one uses it! Scientists care about the
provenance of their data, but they seem to be hand
drilling their own solutions instead of using ours. Does
that mean that we are solving the wrong problems?

I think that our solutions actually are beginning to be
used, and can give a few examples. First of all, Zachary
Ives’ Orchestra System (Collaborative Data Sharing) is
based on provenance. A fundamental aspect is the use
of provenance tokens to evaluate trust. I’ve also heard
that Boris Glavic has used provenance in his work with
Oracle. And Laura Haas, in her keynote at ICDE 2017,
showed how provenance was being captured and used
in the context of the Accelerated Discovery Lab work.

So, I think there is impact. Where I don’t think the
impact is showing up is in a bench biologist’s lab. And
here 1 think the reason is a natural aversion to
technology. Many people who go into biology don’t
really like technology or math. They really don’t want
to have to learn another workflow system that does
automatic provenance capture. And they don’t record
provenance in the way that we think of it -- they
typically use file names and notes to be able to record
provenance.

That’s cute that you started with biologists, but they may
be the last to get on board.

They’re late adopters sometimes.

What is the relationship between data provenance and
data citation?

There’s definitely a connection. Both of them are forms
of annotation on data. Provenance as annotation is a big
theme. Citation is annotation as well, but there’s
something additional in the snippets of information that
you want to capture that may not be exactly provenance.

For example, you want to be able to record snippets of
information that lets the reader of the citation know
whether or not they want to look at the material being
cited. Typically this involves something like authorship
or title.

Can you give us an example?

' A. Einstein: On the Electrodynamics of Moving Bodies.
Annalen der Physik 17: 891-921 (1905).
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Oh, yes. As an example, there’s Einstein’s famous paper
on special relativity!. If you just give the reference to it,
which is the journal in which it occurred, the volume,
the number, the pages even, most people do not know
that this is Einstein’s paper on special relativity.

The same is true for the famous Watson and Crick paper
on the helical structure of DNA2. Most people won’t
recognize the journal, the volume, the year. And so,
additional information about the authorship and the title
really gives people the intuition of whether they want to
go look at that piece of work.

So, would you define data citation as provenance
information plus a little marketing blurb?

Well, that’s interesting, I hadn’t thought of it that way.
Certainly, it is provenance, but it may not be the “deep”
provenance we think about, for example, in the
provenance semirings work of Val Tannen. Data
provenance typically starts from the very creation of the
data as it was input to the database, and is tracked
through queries, building up very complex provenance
polynomials. The same happens in workflows, where
data is tracked as the inputs and the outputs of
processing steps that the data goes through.

In data citation, very often you just want to know where
the data came from. Tracking back to see the influences
of a previous work would be done through something
like a citation graph, extending transitively past the
immediate references. But we don’t typically include
that information in a citation.

And what makes data citation hard as a research
problem?

I think what makes it hard is that the data is in a database
rather than being published as an encyclopedia or a
compendium of some sort. And the content in the
database has been potentially contributed by many
different individuals.

So, depending on the part of the database that you’re
interested in, the people who you should acknowledge
are different. And there are a whole bunch of different
parts of the database and a potentially infinite number
of queries that would bring back a part of the database.
So, you can’t possibly attach an explicit citation to every
possible query.

What you have to be able to do is to work with a small
set of citations that the owners of the database attach to

2J. D. Watson, F. H. C. Crick: Molecular Structure of Nucleic
Acids: a structure for deoxyribose nucleic acid. Nature 171:
737-738 (1953).
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pieces of the database, and use these to construct
citations to general queries over the database. So, it’s
really the granularity of citations and number of
different queries that makes this an interesting problem.

Being practical, can data provenance and data citation
help solve the problem of fake news?

That’s a really interesting question. Fundamentally, the
problem with fake news is that you don’t have a
trustworthy origin for the news. So, if somebody claims
that something is true without a reference to something
that’s trustworthy, then how do you know whether it’s
true or not?

If the person would give a reference, that is, they would
provide the provenance for that remark, then you could
go back and further evaluate whether you trust that as a
source for that type of information.

So, I think it has something to do with provenance, and
certainly, if there’s provenance back to a trustworthy
source, then it could be helpful. But in the absence of an
endpoint which is trustworthy, there’s really not much
you can do about it.

[...] do you have a
comfortable relationship
with the person in that other
field of whom you can ask
stupid questions?

It seems like data researchers have gotten better over
the years at picking problems to work on that are more
likely to have an impact. Often that means looking at the
data problems in a particular application area like
bioinformatics in your case and recently air-
conditioning, of all things in my own group. How do you
do research that helps biologists or the air-conditioning
industry when you aren’t an expert on the subject
matter?

Well, I've never worked in the air-conditioning
industry, but I can talk about bioinformatics. I think that
what it really boils down to is, do you have a
comfortable relationship with the person in that other
field of whom you can ask stupid questions? And do you
have a basis — a vocabulary — with which to speak?

I like to think of this as a string of people holding hands,
with different strengths and experiences. Somebody
who can talk to the end-user who can also talk to
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somebody more on the systems building side. Maybe
that person would talk to someone more on the theory
side.

Not every member of the team needs to be an expert in
all areas, in my case, in bioinformatics. And the
biologist may not understand or even care about the
technical solution. It’s a team of people working
together, talking — a lot of conversations have to happen.
Frequently postdocs are really helpful, because they
have the experience that a graduate student might not
have, and they have the time that a professor doesn’t
have.

And how can you tell when you found the right team of
collaborators?

I think it really is chemistry. A lot of this boils down to:
Is this a group of people that you feel comfortable
talking with, because you will inevitably display your
ignorance. And if you’re feeling nervous about
somebody finding out what you don’t know, then it’s
very difficult to ask the right questions and gain the
experience that you need to come up with solutions.
How did you yourself become interested in
bioinformatics?

I grew up in an academic family. My father was a
professor of applied math, and my mother was a
professor of plant science. So my mother was on the bio
side, and my father was on the math side. When I went
to school as an undergraduate at Cornell University, my
sister, Jenny, was also there. She was three years older
than I was, and she was studying biochemistry.

Jenny thought that we should take a course together
since we were at the same university. And so I said,
whatever you want to take is fine by me, and she said
something really profound for the time (this was 1976).
Jenny said that the future of biochemistry was
computational and that we should, therefore, take a
computing course. Computing courses were not popular
back then, but she had the insight that it would be
important. So, we took an introductory programming
course — and I got hooked! I think our conversation gave
me an appreciation for what computing could do to
disciplines other than my own, and, of course, I have an
affinity to biology because of my mother and my sister.

And you were a math major, right?

I started out as a piano performance major at Cornell,
and realized by the end of the first semester that it
wasn’t a good major for me. I would walk into a piano
lesson, sit down and start crying because I knew I was
going to be crying by the end. So I focused on math,
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which was my second major, and really enjoyed it --
right up until I took a very abstract course in topology,
which I found very difficult to follow because I couldn’t
visualize it. One day, the professor (who had been
scribbling madly on the board writing huge equations)
walked over to the window, threw it open, and started
barking at a dog. I didn’t want to end up like that. So I
thought I better choose another major. Computer
Science seemed like a good one.

Was he barking at a dog or just barking like a dog?

There was a dog out there, and he was barking like a dog
at a dog.

I'would do that. I'm famous for doing that. I can work a
dog into a frenzy with my bark.

Oh my gosh.
So, you switched to the wrong field, I think.
That’s funny.

You’ve been involved with the Computing Research
Association  for a long time. What CRA
accomplishments are you most proud of?

One of the reasons I’ve loved working on the Board of
Directors of the CRA is that the people on the board are
very service-oriented. They truly love computing
research, and want to give back to their community. I
like this type of person, and I like meeting them outside
of my own field of databases. The other thing is that
there’s a disproportionately large number of women
who serve on the board, and I enjoy being able to meet
more women in computing.

One of the things that the Computing Research
Association is well known for, of course, is the Taulbee
Survey, which is widely used by departments for hiring
and salary information. The Government Affairs
Committee is also crucial, especially in these days when
funding for science is becoming more difficult. The
advocacy work that the Government Affairs Committee
does is really important.

But the CRA also comes out with a number of
statements and studies that can be used by the
community. The most recent one that [ was involved in
was about the booming enrollments in computer
science, a phenomena that has spread across the country

3 Generation CS: CS Undergraduate Enrollments Surge Since
2006” by the CRA Enrollment Committee Institution
Subgroup. Available at https://cra.org/data/generation-cs/
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-- the 2x-6x number of students in our courses, and the
vast increase in the percentage of non-majors taking our
courses. We did a survey, measured what the effect was,
and tried to document how institutions were coping. As
a result, we produced a report. That report? can be used
by departments across the country that are trying to
argue for more resources because of what they’re facing
in their enrollments. I think that this is really beneficial
to the computer science community.

You had kids while you were still in graduate school.
What advice can you offer for those who are trying to
decide whether to start a family in grad school?

My advice for people is: start a family when you want
to start a family, when it is the right time for you
psychologically. The career issues will work themselves
out. I chose to start in graduate school, which was risky
because [ was interviewing when I was pregnant. It was
an awkward position to be in.

I started my first job as an assistant professor with a wee
baby, which was extremely tiring. But I wanted to have
children then, and I did, and I’m very glad that I did.

A lot of women wait until they get tenure, at which point
fertility may be an issue; and you might never forgive
yourself for not having had a child. So, for me, I
preferred to take the risk with my career to regretting
having waited.

My advice for people is: start
a family when you want to
start a family, when the time
is right for you
psychologically.

Our readers have requested tips from you on handling
the balance between work and family life.

Always a difficult one. Interestingly, over the years I’ve
had that question from as many men as women. I have
always been very jealous of my nights and weekends,
especially when my children were young. So I would
work like a maniac during the day, and when I went
home, I was with my family, with my children.
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Sometimes I’d wake up in the middle of the night and
start working, which my graduate students always
enjoyed because 2:00 in the morning was when they
were still up. So we were both up at 2:00 in the morning
and could work on things together (remotely of course).

And weekends also. It is really important to be able to
be at events for your children and do things with them.
So I've always tried to be very efficient during the
workday. I didn’t spend a lot of time talking or
lollygagging. 1 was quite focused on getting things
done, and for me, that worked.

Youve thought a lot about how to engage more women
in computer science, including setting up such a
program at Penn. What strategies have you found that
seem to work well and others might want to use?

First of all, there are a lot of resources out there that we
can use as departments, from the NCWIT, Women in
Technology organization, to the Computer Research
Association CRAW, a subcommittee of the CRA, to the
annual Grace Hopper Celebration. There are also all
sorts of resources that you can use to get students
involved in undergraduate research, which I think is
especially important for women.

The strategy that we’ve been using at Penn is to create
a sense of community, so that women don’t feel like
they’re the only ones dealing with the issues that they’re
struggling with. So we started a pre-orientation program
for women coming into Penn so that they can come to
campus ahead of time and get to know each other. We
set up social meetings during the semester so that they
can keep in touch. We provide options for them to be
able to give back to the community by going to high
schools, talking about computer science and how
exciting it is.

We’ve also adopted strategies in how we teach
computer science that seem to be more women-friendly.
Peer programming and the ability to collaborate over
homework assignments rather than working on them in
isolation seems to very appealing to the women. And
we’ve also tried to include in our courses as well as in
our outreach events, an understanding of how computer
science impacts everyday life. That computer science is
not just a nerdish activity, but that it enables all sorts of
good things, like discovery in medicine.

What is Dancing with the Professors?
At Penn, there’s a Latin and Ballroom Dance student
group that engages with faculty by having a competition

each year, where they match up a faculty member with
one of their student members. And you come up with a
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two to three-minute dance routine that you perform at
the end of the semester.

It’s just like Dancing with the Stars, but instead of a
celebrity you’ve got a professor. I decided that I wanted
to do it because I have always wanted to learn how to
dance, and there’s nothing like being given a deadline
to force you to learn something.

So, I signed up for it. At the time, I was the Deputy Dean
of the Engineering School, and when my Dean found
out he was rather negative. He said, “Sue, it’s very
unprofessional, you know, dancing as a Deputy Dean.”
But I disagreed. 1 said, “I think it shows that I’'m
engaged with the students and that I want to be
involved.”

I saw this as a challenge, and really enjoyed it because
it pushed me way past my comfort zone. I can get up
and talk in front of hundreds of people, and it is not an
issue for me. But memorizing a three-minute dance
routine and performing it in front of 50 people was
absolutely terrifying.

We've also adopted
strategies in how we teach
computer science that seem
to be more women-friendly.
Peer programming and the
ability to collaborate over
homework assignments
rather than working on
them in isolation seems to
very appealing to the
women.

What dance did you guys do?

We did a swing dance to “Shake a Tail Feather”.
Aw, piece of cake, right?

You guys are good?

Do you know how I met my husband?

No.

Ballroom dancing.

Really?
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Yeah.
Oh, that’s great.
How does sports fit into your life?

When I was growing up, I didn’t do any sports at all.
But when I started graduate work at Princeton, I needed
an escape valve for the pressure that I felt in pursuing
my studies. So I took up running, and that has continued
pretty much throughout my adult life.

It’s always been some sport or other. It’s either
swimming, biking, running, yoga, strength building, or
dancing. I’ve even taken up flying airplanes, which I
don’t think of a sport -- it was another crazy thing to try.
But I think it’s just to relieve some of the pressure that
you feel when you’re juggling so many different
concerns between family and career.

Did you have a problem with injuries?

Only now that I’ve gotten older. Certainly not when I
was younger. The warranty on my body parts expired
when I turned 50!

I thought maybe that was why you switched from one to
the other over time.

From one sport to the other?
Mm-hmm.

No, I think it’s because I have a short attention span.
Actually, my favorite sport was sprint triathlons because
it’s about a half-hour each (running, biking, swimming).
You get to do something different every half hour,
which is really good.

Do you have any words of advice for fledgling or mid-
career database researchers?

The one bit of advice that my father gave me when I was
young was: “don’t think about it, just do it.” And for me,
that’s been tremendously helpful. If I think about
something for too long, very often I can convince myself
that 1T shouldn’t do it. Whereas if you go ahead
optimistically and do your level best, very often you are
successful. Fear of failure is common, especially with
women, and prevents you from trying things. But
sometimes, even failure is a good thing, and you can
learn from it.

So, whether it’s a paper that has been rejected from a
conference, or a proposal that wasn’t funded, or a
student who decides they don’t want to keep working
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with you, shake it off and keep going rather than getting
depressed about it. I think that the benefit of age is that
you’ve seen that in the past these things have worked
out. The acceptance or rejection of a paper or proposal
is a bit of a crapshoot. It’s not necessarily an indication
of the real worth of the idea or of as you as a person.
You have to learn from failures as well as from
successes.

Okay, so don’t overthink it. Is that useful advice for
daily life also? Job choice, shopping?

Shopping I can talk about.
Okay.

Usually, when you go shopping, you find something,
and you instinctively like it or not. And then you think
about it too much and end up walking away -- but then
you return the next day to buy it. So I think that
overthinking is something that we frequently fall prey
to. I mean, look, we’re computer scientists, we’re
analytical. We have to think about things, but
overthinking is definitely a trap that we fall into.

Among all your past research, do you have a favorite
piece of work?

I think that the work I did in workflow provenance with
my postdoc Sarah Cohen-Boulakia is one of my
favorites, because we started with real questions that
people asking in the scientific community. We
developed a beautiful formalism around it, which led to
two Ph.D. theses, one by Zhuowei Bao and the other by
Sudeepa Roy. Both had topics in their dissertation that
were based on ideas from workflow provenance.

It was a very fertile field of work. One of my favorite
papers (with Sarah) was on how to “zoom in and out” of
provenance. How to abstract out from the details of
provenance so that you can get an overview of it, and
then how to dive in and see the details. This was a paper
that was rejected from both SIGMOD and VLDB, and
eventually published in ICDE. It’s one of my favorite
papers, and I think that it has had a lot of impact. This
underscores my point of not taking failures too
seriously. Have confidence in what you’ve done!

If you magically had enough extra time to do one
additional thing at work that you're not doing now,
what would it be?

If I had more time, I would like to spend time talking

with more people across campus about the problems
that they’re facing related to information gathering, data
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management?, and data analysis. I’d like to understand
real problems in areas like sociology, economics,
history, law, public policy and all the rest. I’d love to be
able to talk to more people but really, it’s a question of
bandwidth.

If you could change one thing about yourself as a
computer science researcher, what would it be?

I would like to be more intellectually curious about
other areas in computer science. I would like to be more
up on the advances in technology.

But as Department Chair, didn’t you have to know all

that stuff?

4 Editor’s note: this is now widely known as “Data Science”,
but was not when this interview took place.
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You do. You have to be aware of what the contributions
are that your faculty members have made. But I would
really like to take the time to go back and deeply
understand areas like statistics, machine learning and
data mining.

I’ve always felt that I didn’t had the cycles to do this. I
know that many of my colleagues manage to make the
time, and I think I need to start doing that as well.
Well, thanks very much for talking with us today.

It’s been great. Thank you, Marianne.
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ABSTRACT

The advancements in health-care have brought to the
foreground the need for flexible access to health-related
information and created an ever-growing demand for ef-
ficient data management infrastructures. To this direc-
tion, many challenges must be first overcome, enabling
seamless, effective and efficient access to several health
data sets and novel methods for exploiting the existing
information. The second international workshop on se-
mantic Web technologies for health data management
aimed at putting together an interdisciplinary audience
that is interested in the fields of semantic web, data man-
agement and health informatics to discuss the challenges
in health-care data management and to propose new so-
lutions for the next generation data-driven health-care
systems. In this article, we summarize the outcomes of
the workshop, and we present a number of key observa-
tions and research directions that emerge.

1. INTRODUCTION

Precision medicine is the next frontier for re-
search and innovation in healthcare. It deals with
treatment and prevention of diseases by taking
into account the genetic makeup, environmental
and lifestyle factors of an individual [2]. As a re-
sult, medical professionals can precisely prevent and
treat diseases rather than using a “one-size fits all”
approach.

Key in achieving the vision of precision medicine
as well as affordable, less intrusive and more per-
sonalized care, is to efficiently and effectively har-
ness the value of healthcare data to gain meaning-
ful insights. Ultimately this has the potential to
improve patient outcomes, increase the quality of
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life of patients, and lower mortality. Another im-
portant benefit is the potential to lower healthcare
costs and reduce medical errors. Electronic health
records (EHR) of patients are rich and complex and
contain hundreds of attributes [1]. An EHR con-
tains data about a patient’s medical history, demo-
graphics, diagnosis, medications, allergies, radiol-
ogy images, lab test results, and other pertinent
information. In addition, healthcare data exists
in many different formats, from textual documents
and web tables to well-defined relational data and
APIs. Furthermore, they pertain to ambiguous se-
mantics and quality standards resulted from differ-
ent collection processes across sites. Data pertain-
ing to healthcare can also be found on social media
through healthcare conversations, in wearables and
monitoring devices that continuously stream infor-
mation about a person’s fitness and health.

Much effort has been spent in developing interop-
erability standards for healthcare systems over the
last few decades. HL7’s Fast Healthcare Interoper-
ability Resources (FHIR) [10] is emerging as a pop-
ular standard for healthcare data exchange and de-
veloping new applications. In fact, FHIR supports
Semantic Web technologies such as the Resource
Description Framework (RDF) and SPARQL. Thus,
Semantic Web technologies can provide effective so-
lutions for enabling interoperability and common
language among healthcare systems, and can lead
to the disambiguation of the information through
the adoption of various terminologies and ontolo-
gies available. In addition, artificial intelligence
(AI) and machine learning can enable data-driven
decision making and extracting meaningful insights
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from complex healthcare datasets. Thus, knowledge
representation and reasoning on healthcare data be-
come even more important. Semantic Web tech-
nologies have matured over the years and can pro-
vide these capabilities by design.

The goal of International Workshop on Seman-
tic Web Meets Health Data Management (SWH) is
to bring together researchers cross-cutting the fields
of Semantic Web, data science, data management,
and health informatics to discuss the challenges in
healthcare data management and to propose novel
and practical solutions for the next generation of
data-driven healthcare systems. Developing opti-
mal frameworks for integrating, curating and shar-
ing large volumes of EHR data has the potential for
a tremendous impact on healthcare, enabling better
outcomes at a lower and affordable cost. The ulti-
mate goal is to enable new innovations in Semantic
Web, knowledge management, and data manage-
ment for healthcare systems to move the needle to
achieve the vision of precision medicine.

Next, we summarize the outcomes of the sec-
ond workshop instance held in conjunction with
the 18" International Semantic Web Conference
(ISWC 2019) in Auckland, New Zealand.!

2. INVITED TALKS

2.1 Semantic Al for Healthcare

Explainable Artificial Intelligence (XAI) aims at
explaining the algorithmic decisions of Al solutions
with non-technical terms in order to make these de-
cision trusted and easily understandable by humans
[3]. HORUS.AI [6] adopts XAI within the health-
care domain based on logical reasoning that sup-
ports the monitoring of users’ behaviors and per-
suades them to follow healthy lifestyles.

Specifically, HORUS.AI is an Al-based system
built upon the integration of semantic web tech-
nologies and persuasive techniques for motivating
people to adopt healthy lifestyle or for supporting
them to cope with the self-management of chronic
diseases. The system collects data from users’ de-
vices, explicit users’ inputs, or from the external
environment (e.g., facts of the world) and interacts
with users by using a goal-based metaphor. Inter-
active dialogues are used for proposing set of chal-
lenges to users that, through a mobile application,
are able to provide the required information and
to receive contextual motivational messages helping
them to achieve the proposed goals.

'For a summary of the first instance of SWH, please
refer to [15].

60

2.2 Personal Consent in Data Manage-
ment

Semantic web technologies are inherently suit-
able to serve the role of providing the common
shared vocabularies for data sharing intentions and
agreements, together with the algorithmic machin-
ery that is needed to process these agreements.
Nowadays, there are several approaches that use
knowledge graphs to express aspects of data shar-
ing agreements, building on top of more general
schemas used to describe persons, personal data,
or even healthcare and medical imaging metadata.

These knowledge graphs are great steps towards
a vision where users or parties encode their pref-
erences and intentions of data usage in a machine
process-able way and data processing algorithms
automatically respect these preferences. In order
to achieve this, the developed vocabularies have
to be backed by the development of generic and
re-applicable algorithms; possibly borrowing from
data integration [4, 12] or ontology based query an-
swering [14].

3. PAPER PRESENTATIONS

3.1 Dialogue Management in Healthcare

The development of methods that implement au-
tomated planning to manipulate human-machine
dialogue is still in its early stages, but it has gained
attention in recent years (e.g., [13]). [19] proposes a
novel approach for supporting dialogues. The nov-
elty of the approach has to do with the combination
of reasoning and planning for supporting dialogues.
These two techniques allow to dynamically update
the behavior of conversational agents based on the
data provided by users. The reasoner is responsi-
ble for inferring the most suitable status of a user
(or patient). This activity is performed by exploit-
ing not only the user data and the integrated con-
ceptual model, but also the proper resources of the
Linked Open Data cloud. On the other hand, the
planner generates the interactions for supporting a
multi-turn conversation with users in order to ac-
quire the missing information enabling the classifi-
cation of the users’ status.

3.2 Self-Management of Diabetes Patients

The interest in designing smart platforms for sup-
porting the self-management of chronic diseases sig-
nificantly growths in the last years. One of the
chronic diseases that most attracted the attention
of the research community is diabetes. [7] presents
the TreC-Diabetes system, a smart platform aim-
ing to create a continuous link between clinicians
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and patients for supporting the self-management of
diabetes. The novelty of the approach lies in sup-
porting real-time stream reasoning of information
provided by patients (e.g. glycemic index, food in-
take, sport activities) to detect possible critical sit-
uations and to inform clinicians about them.

3.3 Education and Emotion Based Seman-
tic Recommendations for Health

FairGRecs [18, 17] is a system focusing on rec-
ommending interesting health documents selected
by health professionals, to groups of users, incorpo-
rating the notion of fairness [16], using a collabo-
rative filtering approach. It is the first time such
technologies are combined for health recommenda-
tions. The overall approach is based on a notion
of semantic distance between documents and user
profiles. The goal is to offer a list of recommenda-
tions to a caregiver who is responsible for a group of
patients. The recommended documents need to be
relevant to the patients profiles, i.e., to the patients
personal health-care records (PHR). However rec-
ommendation algorithms so far ignore the fact that
patients profiles are multifaceted. For example, rec-
ommending the proper document should not only
focus on the patients relevant problems but also
on their health literacy (namely, the ability to ob-
tain, read, understand, and use health care informa-
tion in order to make appropriate health decisions
and follow instructions for treatment), educational
level and psychoemotional status, as emotions can
greatly affect the cognitive processes. [11] explores
these dimensions, as well paving the way for a new
system incorporating all aforementioned aspects.

3.4 From Chronic Diseases to Behavior
Change

HeLiS [5] is an ontology aiming to provide in tan-
dem a representation of both the food and phys-
ical activity domains. [8] presents two extensions
of HeliiS modeling for the first time information
about food risk levels and self-management barriers.
As such, the first extension provides a conceptual
model representing the risk level of the food cate-
gories already defined in HeLiS associated with the
onset or worsening of the most common five chronic
diseases (i.e., diabetes, kidney diseases, cardiovas-
cular diseases, hypertension, and obesity). The
second extension provides an abstract layer of a
conceptual model representing the barriers that a
user may encounter during the self-management of
his/her lifestyle or of his/her chronic disease (e.g.,
knowledge representing why a diabetes patient is
not able to check his/her glycemia constantly).
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3.5 Modeling Context in Knowledge
Graphs of Diagnostic Reports

Typically, the NLP-based informatics pipelines
that target at converting free text to structured
text, lack the ability to recover and convey implicit
information, found in diagnostic reports. Such in-
formation is readily perceived and taken into ac-
count by a human reader. [9] develops a unique
method in terms of modeling such contextual infor-
mation for recovering implicit relationships among
structurized diagnostic entities. This method en-
ables structurization of contextual information into
a cohesive and holistic representation of free text di-
agnostic reports. Specifically, for doing so, [9] mod-
els the context of a diagnostic report in relational
triple resource description framework RDF-like for-
mat, which is the building block of the model’s
knowledge base. Triples that share subject or ob-
ject induce a graph linked using the n-ary relation
schema of the semantic web.

4. CONCLUSIONS

A number of key observations and research direc-
tions emerged in the discussions that we summarize
below.

e Although recent technological advancements
allow data collection from personal devices,
off-the-shelf wearable sensors, and external
sources, exploiting these data requires combin-
ing and reasoning on a considerable amount of
knowledge from different domains (e.g. user
attitudes, preferences and environmental con-
ditions, etc.). Semantic technology is a key
to this purpose. Besides structured data, se-
mantic data integration should be generalized
to unstructured information as well (e.g. dis-
charge letters, pathology reports etc.) as still,
such information is widely used in the health-
care domain capturing essential information.

e This semantic integration besides static should
also include dynamic data, as multiple streams
of data such as glycemic index, food intake,
and performed sport activities, constantly ar-
rive and their processing could highly benefit
CDS systems.

e In order to generate effective personalized
health recommendations, traditional recom-
mendation approaches are not enough. Con-
textual, psychological and other information
should be considered as well, motivating peo-
ple to adopt healthy lifestyle and better man-
agement of their chronic conditions. To this
direction persuasion techniques could also be
exploited, whereas explainable AI and more
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specifically explainable recommendations will
pave the way for systems that end-users will
actually trust and use daily.

e Another interesting direction in the health do-
main is dialogue management. Task-oriented
dialogues can give advice to patients, offering
guidance on the patient’s treatment. However,
in dialogue systems for the healthcare domain,
making the right question at the right moment
is a relevant challenge, whereas efficient and
effective semantic reasoning are required for
providing intelligent discussions.

e Finally, as the usage of personal data is key to
in achieving the vision of precision medicine,
methods are required to describe smart con-
tracts of data usage in a formal, machine-
processable language. Semantic Web technolo-
gies can have a central role in this approach
by providing the formal tools and languages
required.

This second instance of the Semantic Web Meets
Health Data Management Workshop made clear
that a lot of research work still needs to be
done in the area of semantic health data manage-
ment. Given the growing interest in industry and
academia, the third version of the workshop will be
held in Athens along with ISWC 2020 in Athens,
Greece?, with a renewed list of topics such as ex-
plainable AI in health through semantics, block-
chain solutions etc.
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ACM SIGMOD is committed to ensuring that all SIGMOD activities are carried out in an
inclusive and diverse environment with zero tolerance for discrimination, harassment, or any
other form of misconduct. DBCares, a database-community-wide initiative, co-started with the
VLDB Endowment, is a realization of this principle:
https://sigmod.org/sigmod-policies/dbcares-policy

We cannot be satisfied with continuing the status quo. We must actively stand against
discrimination. We will strive to find new ways to address the inequities that exist in our field and
create an environment that is more welcoming, just, and equitable to all.

SIGMOD Executive Committee Position on Racism

We join ACM, CRA and VLDB Endowment in stating that we will continue to listen, to learn, to
engage and to explore new ways to fight against and reject racism. Silence perpetuates, doubt
reinforces, and rationalization of incident after incident only compounds the pain so many in our
society continue to endure. This is especially important for the SIGMOD community, given that
the computer science field has historically lacked diversity.

We know that racism:

Is systemic and institutionalized.
Continues to oppress people of color around the world — denying basic human rights,
denying opportunity, and even more tragically denying many of their very lives.

e |s learned behavior that may be unlearned through education, compassion, empathy,
and action.

e Drives a wedge between communities, and in doing so limits the quest for a society
steeped in respect.

e Benefits the privileged from its existence, who must be willing to sacrifice to overcome it.

To stand against it, we:

Acknowledge the existence of racism within our communities and commit to defeating it.
Call out and reject rationalization of incidents and distortion of information.

Educate ourselves and those around us to address racism in its many forms.

Stand up against the status quo by using our voice and agency.

Invite the community to discuss concrete steps and commit resources to create lasting
change.
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SIGMOD 2021 CALL FOR RESEARCH PAPERS

Xi'an, Shaanxi, China, June 20-25, 2021, https://2021.sigmod.org

The annual ACM SIGMOD conference is a leading international forum for data
management researchers, practitioners, developers, and users to explore cutting-edge
ideas and results, and to exchange techniques, tools, and experiences.

There are three paper categories in the research track in SIGMOD 2021:

Data Management
We invite the submission of original research contributions relating to all aspects of
data management.

Data Science and Engineering

We invite the submission of original research in data science and engineering,
inspired by real applications. Such papers are expected to focus on data-intensive
components of data science pipelines; and solve problems in areas of interest to the
community (e.g., data curation, optimization, performance, storage, systems).

Applications

We invite the submission of novel applications of data management systems and
technologies from outside the core data management community (e.g., astronomy,
computer graphics, computer networking, genomics).

HIGHLIGHTS
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Paper submission deadlines: Tue September 22, 2020 (Round 2)

Submission website: https://cmt3.research.microsoft.com/SIGMOD2021 (open for
submission starting September 8, 2020 for Round 2).

Submissions must use the latest ACM format in the default 9pt font.

Data Management submissions must be at most 12 pages plus unlimited number of
pages for citations.

Data Science and Engineering submissions must be at most 8 pages plus unlimited
number of pages for citations.

Applications submissions must be at most 4 pages plus unlimited number of pages
for citations.
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